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ABSTRACT

Distance Learning Environments (DLEs) are elusive to define, difficult to
successfully implement and costly due to their proprietary nature. With few open-source
solutions, organizations are forced to invest large amounts of their resources in the
procurement and support of proprietary products. Once an organization has chosen a
particular solution, it becomes prohibitively expensive to choose another path later in the

development process.

The resolution to these challenges is realized in the use of open-standards, non-
proprietary solutions. This thesis explores the multiple definitions of DLEs, defines
metrics of successful implementation and develops open-source solutions for the delivery
of multimedia in the Distance Learning Environment. Through the use of the Java Media
Framework API, multiple tools are created to increase the transmission, capture and
availability of multimedia content. Development of this technology, through the use of
case studies, leaves a legacy of lectures and knowledge on the Internet to entertain and

enlighten future generations.
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I. INTRODUCTION

A. PURPOSE

The purpose of this work is to describe the current state of Distributed Learning
Environments (DLE), identify key technologies involved in the creation of DLEs and
show how the diverse fields in this arena may be unified for a synergistic effect. This
synergy allows a new training paradigm to be realized for organizations such as
universities, corporations and the military. Specifically, this thesis identifies and
develops open-format, standards-based Distributed Learning solutions and shows their
usability through case study production of multiple course archives.

B. MOTIVATION

Current methods of training in large organizations typically do not acknowledge
or compensate for a dispersed workforce that must maintain existing production levels..
Unfortunately, most work tends to preclude educational opportunities. Current training
models that remove personnel from their normal schedules and place them in unfamiliar
locations for training or education tend to produce several undesirable results. First,
employees need to adjust to the new environment. Second, ongoing work concerns do
not diminish and are still prominent in the student’s mind. Finally, work stoppage or
hindrance may unsettle an organization to the point of negatively labeling these

educational opportunities.

One method for lessening these challenges is to create a synchronous Distance
Learning Environment. Many members from a geographically dispersed group can
participate from remote locations as a collective body. Such groups benefit from real-
time feedback from a competent instructor as well as the knowledge of the group. The
group can provide emotional and intellectual support when a person might otherwise feel

isolated or unmotivated in the learning process.

A second method for minimizing learning and organizational challenges is to
provide an asynchronous training environment. Employees may attend training when it

is least disruptive, at a time of their own choosing and without coordinating a class time
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with others. Such an environment is usually produced using Internet-based technologies
such as streaming media, media on demand, web pages, e-mail and more. All of these
technologies lend themselves to a high degree of automation and standardization if

properly employed.

After an extensive review of literature in this arena, there is no single source or
reference offering information about a complete and consistent solution. The solution
needs to encompass the whole process from data capture to web-based data delivery.
Many proprietary concerns offer numerous books and articles related to their specific
product. However, there are no compilations that integrate current commercial and open-
source solutions to illustrate the life cycle of asynchronous/synchronous distance
education, or demonstrate how to optimize the different methodologies for appropriate
efforts. This work fills an important gap in the published literature.

C. OVERVIEW AND THESIS ORGANIZATION

This thesis covers a large number of topics that are diverse but directly
interrelated. The chapters that follow explore the current technology for distance
learning, how to create content and how to deliver content over the Web. The main thrust
is in the asynchronous learning environment, but synchronous learning is also explained
where appropriate. This work provides a complete exploration of the entire cycle, from
designing software to conducting multiple case studies required for distance learning. It
shall utilize real-world situations and examples that require this technology;

demonstrating and evaluating how it was integrated.

This thesis is designed as a springboard into a highly complex, cutting-edge area
of technology. A multitude of issues and technologies are addressed to enable
understanding of this material. The thesis then takes the concepts and exercises them via
a series of increasingly demanding case studies. The final capstone case study places the
reader in a comprehensive scenario and an actual production environment using the open-

standards multimedia models developed.
A short abstract of each chapter follows.

CHAPTER I - INTRODUCTION: A general overview of the entire paper.



CHAPTER II — DISTANCE LEARNING: The current state of distance learning.
Multiple methods of delivering information are explained as well as technologies on the

horizon. Integration challenges will be identified with possible solutions explored.

CHAPTER III - VIDEO AND AUDIO CAPTURE: Multiple methods of video
and audio capture are utilized in this research. Hardware and software solutions are
evaluated regarding their effectiveness and amount of automation. Multiple media

formats are examined for situational appropriateness.

CHAPTER IV —JAVA MEDIA FRAMEWORK (JMF): This Java API has the
ability to capture and deliver multimedia for a Distance Learning Environment. The API
also contains sample source code to jumpstart the creation of highly specialized capture
and playback applications. Multiple programs were developed to demonstrate solutions

and are provided for further use and development.

CHAPTER V — CONTENT DISTRIBUTION: Multiple methods of content
distribution are explored. Several tools for real-time streaming of cached or on-demand
video delivery are assessed for strengths and weaknesses. Other tools such as
whiteboards and remote desktop control applications are also included in the final

solutions.

CHAPTER VI - NPS VIDEO TELECONFERENCE CENTER CASE STUDY:
Two classes that were delivered to and from the Naval Postgraduate School using their
state of the art distance learning equipment were observed. Numerous technical,
administrative and pedagogical problems were encountered and are documented. The
lessons learned as well as methods of distance learning education are amplified and

categorized.

CHAPTER VII - DR. FRED BROOKS CASE STUDY:: The first proof of
concept. A fifty-minute video is captured and displayed on the Internet for on-demand
delivery. Multiple capture and encoding devices were used to evaluate effectiveness of

media formats. Bandwidth considerations were also assessed.

CHAPTER VIII - DR. RICHARD HAMMING CLASS CASE STUDY: This

chapter combines the research of the previous case studies and explores the conversion of



a pre-created class, how to package it, and how to deliver it. By focusing on a single
lecture series of previously created material, another real world problem is faced. Some
of an organization’s best training materials may have already been created and merely
needs to be transferred to a new media format. Also, by re-using a proven educational

package, this case study can concentrate on the technology required for the stated tasks.

CHAPTER IX — SIGGRAPH 2001 CASE STUDY : This chapter addresses the
capstone project. All research in this paper led to the capture, conversion and delivery of
more than 250 hours of lecture, notes and PowerPoint slides within a one-week period.
The magnitude of content easily represents the beginnings of a commercial educational

facility and provides enough material for sustained growth.

CHAPTER X — CONCLUSIONS AND RECOMMENDATIONS: After
exploring so many hardware and software solutions, it became apparent that there is no
single solution for all situations. This chapter presents many of the challenges and
solutions that were utilized. As comprehensive as this research has been, it has revealed

more areas of future research than it has addressed. Future work is presented by topic.

D. SUMMARY

The work contained in this thesis integrated extensive, inter-related technologies
and then took a giant leap to explore the complete process of creating a multimedia
Distance Learning Environment. Multiple metrics are used to address the cost involved
in producing such environments. Costs affect not only monetary contributions but
manpower and intellectual skill as well. Finally, when synergy was identified in
connecting different hardware and software solutions, each specific technical avenue was
pursued to completion. Typically, open-source software tools and the Java API can be
utilized to create a viable solution. The Java code produced by this thesis is all open-
source and can be extended to meet future, specialized challenges. Many code snippets
are used for clarification throughout the paper while the appendixes contain full source
code for several capture and playback programs. Use of multimedia tools, such as Adobe
Premiere and JMStudio, are also explained in the appendixes. This thesis lays the
foundation for a complete distance-learning solution that can significantly benefit any

organization attempting to educate or train.



II. DISTRIBUTED LEARNING ENVIRONMENTS

A. INTRODUCTION

This chapter presents a background on Distance Learning Environments and
describes their characteristics. Additionally, the differences between synchronous and
asynchronous education are explored. The challenges and benefits of the two
environments are discussed. Proprietary and open-source solutions are then compared
and contrasted. Finally, trends in distance education are extrapolated from current
organizational trends and projected into the future.

B BACKGROUND

There is no typical Distributed Learning Environment (DLE). DLEs span the
spectrum from lecture notes that remain on a web site to fully functioning
teleconferencing centers. Some class content is developed as a grassroots movement
while others are part of a carefully crafted corporate image. The developers of the
courses’ contents range from students to instructors to professional distance learning
consultants. One of the reasons why it is difficult to quantify a Distance Learning
Environment is that there are so many genres of course presentation that qualify under the
title. The United States Navy (USN)’s Office of Training Technology has stated the
following about Distance or Distributed Learning:

“The Department of Defense (DOD) is changing its approach to training.

It is moving away from training large groups of individuals in formal residential

settings because of high travel costs and facility operating and maintenance costs.

Distributed or distance learning is also replacing correspondence courses when

instructors and students are geographically separated. The primary objective of

distributed learning is to extend the learning environment to students at remote
locations.” [United States Navy 01]

Unfortunately, this definition does not cover the full system required for a DLE.
Foremost, the definition of distance learning must be expressed. Placed in its simplest
terms, the primary source of instruction or facilitation is spatially and/or temporally
removed from the receiver of the information. Hence, a Distance Learning Environment

is an environment that allows information to be passed from one locale to another using
5



real-time or post-time instruction. Therefore, the definition of a DLE must include the
mechanisms for creating, sending and receiving information across the geographic and
temporal distances. A more robust definition of a DLE, as stated by the author, is as
follows:

“A Distributed Learning Environment is a system that facilitates the
transference of instruction, knowledge or training from one geographic locale to
one or more remote locations. The scheme removes space and time constraints
previously imposed by traditional education. The system must also include the
means of content creation, delivery, storage and reception. Furthermore, there

must be a feedback loop between the student and instructor to retain the benefits
of current educational systems.”

The main points of this definition can be amplified when analyzed on a point-by-
point basis. First, there must be a geographic and/or time difference between an
instructor and student. The classic example is when a class is presented from a central
campus and observed by several satellite classrooms in real-time. Normally, such
lectures are videotaped to allow review at a later time. Even if some students are in the
same classroom as the instructor, the people in the remote locations are still participating

in a distance learning experience.

Second, there must be an attempt to transfer information. The attempt does not
have to be successful, but it must still be the driving purpose of the environment. The
focus of learning is what distinguishes this environment from online games and
entertainment chat rooms. The instruction can be presented in one or more media usable
by the receiver. The ability to simultaneously and effectively employ many custom tools

for instruction can amplify or destroy a learning experience.

Third, the removal of traditional classroom constraints is a factor. If the
limitations of the classic learning environment are not removed or relaxed, there is no
reason to pursue the costs associated with distance education. The cost of distance
education can be measured in both money and manpower. Current tools include Internet
connections, video equipment, recording suites and computers. The new environment
also increases the instructor’s preparation time. Instructors need to understand their

content and how it will be delivered using the distance learning equipment. Anecdotally,



the initial workload in preparing for a distance learning class is almost doubled over the
traditional classroom. This phenomenon was observed during the NPS Teleconference
Case Study later in this thesis. Nonetheless, where most classroom instruction is
ephemeral and only presented to attending students, a properly recorded distance learning

session may be presented to multiple audiences.

Fourth, multiple technologies must be considered as part of the process. The
process begins with content capture. Devices such as word processors, e-mail clients,
audio recorders, video recorders and teleconferencing software can be employed to prime
the distant-learning environment. The content is then delivered to the receiver
immediately or with a time delay. If there is a planned time delay, storage device
archives are employed for later retrieval by recipients. Immediate delivery implies the
use of network delivery systems. A standard feature of today’s distance learning

classrooms is Internet connection for the transference of data.

The student must then have the means to receive the information. In a campus
environment, remote “satellite” classrooms are usually networked to the central
classroom using a high-speed network. Remote students may have to rely on cable
modems, digital subscriber lines, slower analog modems or postal service. The speed of
their connection has profound effects upon the number and type of instructional tools that

may be utilized.

Finally, feedback is required for both the instructor and the students. The
instructor may need to check for comprehension and the student may need clarification.
The feedback can be as simple as an e-mail response to a question or as complex as an
oral defense before a geographically distributed review board. Also, many nonverbal
indicators of understanding, which are taken for granted in a traditional classroom, are
highly filtered or not present in a distance environment. New cues and indicators
regarding student comprehension must be developed and employed in the new classroom
environment.

C. SYNCHRONOUS LEARNING

The Distance Learning Environment can be divided into two classes based upon

the timing of the presentation: synchronous and asynchronous. The synchronous learning
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environment is created when instructors and students interact via a real-time connection.
The capability of instant question recognition and feedback make this environment a

close model to the interaction of a traditional classroom.

Audio and video channels are transferred to students in a perceived real-time
instruction mode. If the student does not understand the presented material, they may
gain the instructors attention and ask for amplifying information. If the teacher perceives
that a student does not comprehend the presentation, they may ask leading questions or
offer amplifying information. By noticing one student’s difficulties, the instructor may
actually be addressing the concerns of several students within the classroom.

D. ASYNCHRONOUS LEARNING

The second classification of education is defined by the attribute of delayed
delivery of instruction. The use of Video-On-Demand (VOD) schemes can be realized in
the form of digitized instruction available on Web-enabled servers or the creation of a

videotape library. Correspondence classes may also fall within this classification.

This category of instruction may become one of the most difficult to deliver due
to the inability to offer timely correction of course content. The teacher must insure that
all content is correct and not diminished by mistakes in presentation or concept. If a
mistake is made, the damage may last until the next method of correspondence is
available. In some cases, the only recourse for a few poorly spoken words is to recreate

the entire lecture for a new capture session.

Also, as is the case with synchronous learning, the support staff involved in
asynchronous learning increases according to the complexity of the tools utilized.
Lessons from the television industry are directly transferable and show the need for
camera personnel, directors, hardware technicians, content or script creators, and
presenters. The teacher becomes the center of his or her impromptu television show.
While several people have been able to assume all of these roles for their class, a
saturation point is eventually reached where the one person cannot perform all of the

aforementioned tasks simultaneously and successfully.



E. COMMERCIAL SOLUTIONS

Many organizations have adopted commercial solutions for their distance learning
needs. The needs of an institution can be directly reflected in its size and organization.
Common sense dictates that the larger the organization, the more requirements will be
placed upon the system by distance education. The demand placed upon a system is in
both quantity and complexity. A small organization may only need periodic training for
a select audience. A large organization is usually faced with a large number of audiences
that must learn numerous and disperse volumes of knowledge. The medium organization
falls between the two extremes; occasionally with high demand and insufficient
resources.

1. Small Organization

Every organization has the ability to create or rent a Distance Learning
Environment. Companies such as Kinkos have led the field with teleconferencing centers
in several major cities. A small organization can rent facilities in cities where its
organization exists and conduct remote training. This may be one of the most costly
solutions, but is still a possibility for a company that may not have the budget or expertise

to provide their own services.

Interestingly, many computer systems are already equipped with the software
necessary for a Distance Learning Environment. A small investment in training or
reading product documentation can allow a small organization to capitalize on its current
investments by using them to set up a DLE. For example, Microsoft Office’s PowerPoint
has a built in capability to combine slides with video and voice. Hence, notes as well as
the presenter can be streamed to a geographically dispersed organization requiring
training. Multicast technologies can also be utilized so that in multicast-enabled

networks, bandwidth costs can be reduced.

There are also free software applications that can stream content over an existing
local network infrastructure as well as modify the media format used. Most of these

applications were developed to support the sales of other applications or products



available from the parent company. One such application in Microsoft’s Media Encoder

that is available at http://www.microsoft.com/windows/windowsmedia/en/download/.

This encoder has many advantages and disadvantages. First, it is free to use, but
the only formats that it creates are ones solely compatible with Microsoft’s products. The
encoder can convert any media format from QuickTime or MPEG, but only to ASF or
WMV capable of streaming by another Microsoft product. If an organization is already
using these products such as Microsoft’s Media Player, there are no short-term concerns.
In fact, an organization that already uses these products may have an advantage since the

client software is already installed on all of the machines within the organization.

Second, the encoder can be used on any current Microsoft Operating System to
stream content. There is no need to gain the added expense of streaming servers when a
Windows 98 (or later) machine can be utilized to stream and archive a video session at
the same time. If the files are shared on a network drive, all members of the small
organization can have access to the sessions in an asynchronous manner.

2. Medium Organization

Many companies are now starting to specialize in consulting and creating
Distance Learning Environments. These companies can scale their products from
recommendations to full solutions of capture, transcoding, generation of multiple display
methods, language translation, and delivery. For example, MentorWare Inc. was
contracted at the JavaOne 2001 convention by Sun Microsystems to provide software for
content capture and delivery of all sessions. The solution was limited to voice, text, and
slides in Macromedia’s proprietary Flash format due to bandwidth and storage

considerations.

Despite format impediments, the JavaOne case is where a large organization
scaled commercial services to the exact level desired. In this case, even though Sun is
number 125 on the Fortune 500 with close to 16 billion dollars in revenue last year, it still
used a solution that might be used by a medium-sized organization. By combining
company personnel with trained distance education consultants, Sun was able to create a

custom solution that allowed state of art technology to be utilized by in-house talent.
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3. Large Organization

The budget and requirements of a large organization may allow it to hire a full
turnkey solution. One such solution is IBM’s Learning Services, which provides
Performance Consultants, Curriculum Designers, Content Developers, E-Learning
Technologists, Instruction Specialists and Mentoring Specialists. In summary: a
company provides the event or even the subject upon which it desires training and IBM
will provide all of the rest. This method frees company staff from working outside their

area of expertise and maximizes outsourced work.

The nature of the company may allow it to develop its own Distance Learning
Environment. Capture and server technology from companies such as Microsoft, Real
Networks, CISCO, 2NetFx and Streaming21 can provide a robust solution for content
capture, creation and delivery. The company may already have several high-speed
network connections between its disperse work force or purchase increased access for the
added content. This company may even have a department dedicated to multimedia
capture and network delivery. The department might merely hire more personnel to meet
the higher workload.

F. OPEN-SOURCE SOLUTIONS

Open-source solutions for distance education have been limited in implementation
and scope. Beyond the initial MBone tool set, developed several years ago, there has not
been any substantial pursuit of improving the tools or creating new tools until recently.
One technology, which offers great promise in this arena, however, is the Java Media
Frameworks (JMF) API. The JMF set of classes allows for capture, display, transcoding,
special effects and more. JMF is explored extensively in Chapter IV. Frequently asked
questions about the MBone can be found at

http://www.cs.columbia.edu/~hgs/internet/mbone-fag.html.

1. Open-source Tools

Currently, some colleges are experimenting with open-source tools such as the
MBone Tool Set. The MBone Tool Set consists of several applications capable of

creating and connecting to multimedia sessions on the MBone portion of the Internet.
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University College London (UCL) and several other research universities with several
grants from DARPA, EPSRC and EC created the applications. All tools are open-source
and also available in precompiled formats for various operating systems at http:// www-
mice.cs.ucl.ac.uk/multimedia/software/.

a. Session Directory (SDR) Tool

The tools are designed to meet a number of the Distributed Learning
Environment’s needs. First, session advertisements are created and found on the Session
Directory (SDR) application. Using this tool, two-way through n-way conference
sessions are made available to the entire audience of SDR listeners. The only
requirement for a user to view the available programs and conferences is to download the
tools, install the tools, and connect to the MBone. The MBone is the multicast enabled
portion of the Internet. Since there are many routers on the Internet that do not forward
multicast packets, the MBone can be referred to as a virtual network within the larger

network known as the Internet.

After checking a well-known multicast group for a list of available
multicast addresses, each session is created randomly on a different but free multicast
channel. The use of multicast addresses solves and creates many problems. Multicast
solves limitations in current computer networks. First, if the session is made available to
many users, bandwidth and computational constraints prevent the number of users from
scaling in a unicast environment; a problem multicast does not suffer. Also, as soon as

session clients connect from remote networks, broadcast schemes are no longer feasible.

However, the primary problem limiting a multicast-enabled system is the
need for MBone connectivity. Many Internet Service Providers (ISPs) are not
comfortable with the burden of adding multicast support to their routers. Until a sizeable
portion of their client’s request or demand multicast-enabled routes, there are few reasons
for the service providers to allocate resources within their network. Fortunately, service
providers are beginning to see the added advantage of how multicast, when properly
employed, can decrease their overall network traffic. Until the day arrives when the
entire Internet is multicast enabled, user networks can continue to tunnel their multicast

packets through the non-multicast networks with the use of mrouters and wrappers.
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b. Video Conferencing (VIC ) Tool

The Video Conferencing Application is designed to work in conjunction
with the Session Directory Application by using the information supplied when a person
selects a session. SDR passes the address of the application’s video address to VIC so
that the application can begin to intercept and display the pictures streaming on the
channel. Once a session is established, a client is also capable of broadcasting their own
video stream so that other subscribers can see who is using the channel. In this manner,
subscribers can evaluate the content of others with the extra information of facial
expressions and hand gestures.

C. Robust Audio Tool (RAT)

Another tool, also launched from the SDR, is the Robust Audio Tool
(RAT). RAT is capable of capturing and presenting audio channels from the multiple
sessions selected using SDR. All users connected to a particular session can receive and
send sound to all others connected to the session. By having sound separated from video
and sending separated from receiving, the user has the maximum number of possible
combinations available to customize their session. For instance, an instructor can set a
policy requiring all students to have their microphones muted unless they have a question

to ask.

The benefits of using audio channels are numerous. Since speech is a
natural method of communication, most people can quickly and easily transfer
knowledge using audio contact. Sound can also be used to establish a sense of presence
in a Distance Learning Environment. By using ambient noise and amplifying sounds, a
student can gain a greater sense of presence than just by the visual channel. Many studies
have been conducted which indicate that sound accounts for approximately 20 percent of
a person’s reality [Heilig 92].

d. White Board (WB) Tool

The White Board (WB) is a two-dimensional graphics program that allows
the members of a session to transfer images that are created using a computer mouse. It

allows for the use of multiple colors so that differences may be easily pointed out.

13



Different users can have an assigned color to distinguish their comments and drawings.
One session member may draw objects and another may use arrows or circles to

emphasize a particular point.

The WB application also fulfills the need for situations requiring rapid,
rough diagram prototyping. While it is possible to send finished bitmap images that may
be more refined, the package does not contain an open-source tool that can be used for
the creation of slides or presentation quality images. This lack of a more sophisticated
drawing tool hinders the use of professionally created slides and does not capitalize on
the number of presentations already available in HTML or created with Microsoft Office
or Sun’s Star Office products.

e. Networked Text Editor (NTE) Tool

Networked Text Editor is the equivalent of a chat room. While people are
listening or watching a presentation, they can participate in written conversation with
others in the session. This application allows for the transference of ideas without
interrupting the pacing and delivery of someone speaking. By using the NTE, multiple
conversations can take place in the background while the primary speaker continues in
their delivery. This method closely mimics the dynamics that actually occur in a

traditional classroom environment.

The NTE application has also been used in new and innovative ways. A
problem with Distance Learning Environments is the poor ability to interject questions
and comments without interrupting the entire class. By using the NTE, instructors have
created policies stating they will only answer questions that are written in the shared text
editor. In this manner, the instructor does not stop lecturing until they are finished their
presentation and a written record is maintained of all questions asked. The written record
allows other instructors to be exposed to possible sources of confusion. Unfortunately,
this policy does not allow students to stop and ask for an explanation of a topic while the
instructor is in the midst of presentation. The rest of the presentation can be useless if the
student does not understand a fundamental concept. Also, if the instructor accidentally

“mis-speaks”, students can be extremely confused or believe a wrong fact to be true.
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2. Open-Source Delivery

One of the largest open delivery projects is the MIT OpenCourseWare (MIT
OCW) Project. MIT plans to make all of its courses, lecture notes, videotapes, course
outlines, assignments, reading lists and more available on the World Wide Web free of
charge. As the technology of the classroom becomes more sophisticated, the planned
MIT OCW delivery mechanisms should be flexible enough to adjust to the new media.
MIT plans to begin releasing courses in Fall 2002. The initial delivery is estimated to
include over 500 courses with a planned warehouse of over 2000 courses within ten
years. The project is estimated to cost 7.5 to 10 million dollars a year for the first ten
years to convert, create and deliver content. While private donations will fund the

project, the content will be free for anyone who has access to the Internet. [MIT 01]

The tools utilized to create and convert the MIT content have not been revealed.
However, the content of several courses are already available at MIT’s web site. For
example, Dr. Gilbert Strang’s Linear Algebra Class was taped in the fall of 1999. There
are thirty-three one-hour digitized video taped lectures with class notes, syllabus and
assignments currently available. From observing the videos, it is likely there was a
dedicated cameraman that was probably a Teacher Assistant (TA). The tapes were
digitized in several of Real Audio’s streaming media formats. If this class is an example
of how the project shall proceed, MIT has decided to use commercially available and
proven products to create their free courseware.

G. FUTURE TRENDS

1. Interest in Distance Education

The interest in distance learning has become immense. Almost every large
organization is pursuing the means of delivering distance education. The United States
Department of Education estimates that the current number of 8.3 million college

students shall grow to 9.6 million within eight years; a 15 percent growth.

There are three solutions for colleges to meet this projected increase in demand.
First, colleges and universities can begin large-scale construction of new facilities. This

is by far the most costly solution since multi-million dollar facilities are usually
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supported by endowments and increased tuition. Second, class size can be increased.
Since some institutions, especially state universities, already have some classes that
approach several hundred students, this method may simply be absorbed as an acceptable
cost of business. However, the value gained from these large, auditorium-style classes
may need to be evaluated. Finally, many of these institutions are creating Distance
Learning Environments where disperse facilities are optimized. The DLEs also allow
students with restricted schedules to attend class from work or home. The time saved in
commuting as well as the added income can be invested in the educational experience.

2. Content Variety

Content and delivery methodology are greatly increased using the technology
associated with DLEs. First, asynchronous capabilities give students the ability to gain
knowledge from an educational experience when their schedule allows. The added
flexibility opens the instruction to a larger audience not normally able to attend. There is
also a trend for certification training to begin offering on-line training since the
instructors certified to teach these courses are usually restricted to larger cities and for
limited engagements. The added cost of transporting an instructor for local training can
grow quickly. For example, one firm in San Jose, California charges $1800 dollars per
student for a one-week course on their premises and they provide all equipment. The
same organization charges a minimum of $25,000 for on-site training and class size is
limited to ten students. Also, the hiring organization is responsible for providing
equipment where rental fees can be several thousand dollars. Hence, the price is almost

doubled for on-site training.

The decrease in cost and increase in government sponsorship of Internet-based
technologies has prompted some sociologists to project that the traditional classroom will
be reserved for the wealthy and represent an economic class division. Some studies
project that the wealthy will be the only ones willing to pay the added expenses of
dormitories and transportation [Hamilton 01]. While this concept has a certain ring of
truth, there will always be a need for traditional as well as distance education. In the end,

the litmus test may be which method of learning works best for the individual. The
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sociologists may have overlooked the value of ritual and the added enforcement of

physical presence that is still not developed through distance education.

Second, asynchronous capabilities allow students to review class material at times
when it is beneficial to them. For instance, if a concept is not clear, they might review
right before an exam. If they are about to interview for new employment, they can
refresh themselves with material that may be directly related to the new opportunity.
Also, some organizations such as Heald College of San Francisco, California offer
“lifetime” review policies for their students. The DLE adds minimal additional expense

to the presenter but allows this policy to be honored.

Third, organizations create a level of credibility not previously possible by
allowing inspectors and accreditation committees’ access to classroom content without
having to interrupt a classroom environment. The Heisenburg Uncertainty Principle
states that merely observing something changes its nature. If the classroom environment
does not have to change, the inspectors can see how the events occurred without their

presence.

All of these factors lead to several conclusions about the future of education.
Distance education will grow without limits based upon the factors previously explained.
Due to the increased use of distance education, instructors and students will begin to
create and expect a certain level of technology utilization. As the technology becomes
more advanced, the distance education shall likewise become more robust and
productive. Some of these technologies will be richer multimedia content, provide
increased bandwidth for more data transference in less time, customized content, expert

and exemplar delivery of material, and more.

A multitude of technological capabilities shall combine to make this possible.
Moore’s law states that computational power in microprocessors will double every
eighteen months to two years. Companies such as AT&T Broadband and Qwest are
reported to have less than 40 percent utilization of their networks [Heinzl 01]. The
United States has experienced a doubling of its fiber optic bandwidth capabilities every
eighteen months. New media formats allow streaming of video such as high definition

television at record compression ratios. 2NetFx has servers commercially available that
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can transmit 480p, 720p and 10801 HDTV formats at less than 40Mb/second. Other
companies such as Microsoft are Internet-enabling many of their productivity tools to
allow seamless integration in a Distance Learning Environment. The combination of all
of these technologies with the current trend in decreasing cost should create a rich and

powerful Distance Learning Environment that will be revolutionary in nature.

Some areas likely to prove revolutionary are three-dimensional (3D) graphics
modeling, simulation, data warehousing and augmented learning. Some problems,
especially in chemistry, engineering and physics are difficult to represent in a two
dimensional display. The power of 3D graphics allows computationally intensive images
to be displayed with realistic physical properties. The advanced graphics also allows for
visualization of large-scale simulations. The results from these simulations as well as a
multitude of information can be kept in large data-warehouse facilities for later retrieval
through data mining. Finally, artificial intelligence (Al) algorithms are being utilized

more regularly on multiple Web-based structured data types.

The day may come where the student’s computer is an active participant in
discussion with other computers and users working on the same topic. A recent Hewlet-
Packard report estimates that only ten percent of Internet traffic is peer-to-peer machine
communications. They estimate that in five years, ninety percent of all Internet traffic
will be peer-to-peer machine communication. Since it has already been proposed that
distance learning shall utilize the latest technologies, a logical conclusion is that software
agents shall work on behalf of students and instructors. With large, centralized data
centers, the agents shall have a plethora of data points upon which to draw and store their
conclusions.

H. SUMMARY

The state of Distance Education (DE) is poised for expansive and profound
growth. While many still criticize the quality and quantity of DE, there can be no doubt
that more courses will be offered and attended in the future. With a projected revenue
stream of two billion dollars in the next five years in the United States, organizations are

pursuing multiple avenues to make Distance Education a reality. The large influxes of
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money combined with multiple emerging technologies guarantee the increase and

augmentation of Distance Learning Environments.
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III. VIDEO AND AUDIO CAPTURE

A. INTRODUCTION

The first, and perhaps most challenging, step in the creation of a multimedia
Distance Learning Environment is the capture of video and audio presentations. This
chapter explores the hardware that allows the digitalization to occur, compressed media
formats that can be utilized to digitized video and audio productions, and additional
software that can be used to perform transcoding. The hardware is considered via three
different categories: low end, high end and specialized. While many of the specialized
cards might be considered high end, they deserve their own category since the cards
typically digitize content into a single set of proprietary formats. Numerous compressed
media formats have been available for many years, while some of the newer formats have
only emerged in the last year. Finally, with the increase in personal computer speed,
conversions that were previously only accomplished with hardware can now be
performed with software solutions.

B. HARDWARE

Through the years, a multitude of capture devices have been developed to store
audio and video images. From its start in film to the modern day Charge Coupled-
Devices (CCD), image capture has become a highly standardized process. Sound capture
has also enjoyed the benefits of standardization. With the recent and continuing
maturation of these technologies, costs are dramatically decreased and quality continues
to increase.

1. Capture Devices

a. Video

Currently there are two common methods for capturing video. One is
through the use of film and the other is through the use of video signals. Film has been
the choice of moviemakers and students for the last sixty years. Film is merely a strip of
specially treated material that has a specific set of reactions when exposed to light. Light

exposure is controlled through the use of a shutter that receives light through a lens. The
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lens can adjust focal points and modify the final image that is displayed upon the film.
Depending upon the film in use, the shutter is adjusted to match the number of exposures
per second that is required by the film format. The focus lens is matched to the size of
the film. For instance, a popular format for the home user was Super 8mm film that was
exposed at 16 frames per second. Once exposed, the film needs to be developed in a
darkroom and then displayed through a projector. The image cannot be transmitted

through a digital format without undergoing a separate digitalization process.

The television industry overcame this limitation with the use of cameras
that utilized video tubes connected to a matrix of light sensitive particles. As varying
levels of light hit the matrix, the tube amplified the signal to a receiver. The signal was
then broadcasted through the airwaves. In the early sixties, the tube was replaced in
video applications by semiconductor Charge Coupled-Devices (CCDs). Although some
television cameras still use the tube technology, the majority of the home and low-end
video production cameras use CCD technology. Also, many high-end HDTV cameras
now use CCD technology since film for the larger format (such as 65mm IMAX film)

can become an unreasonable burden due to size and weight.

CCD devices can be broken into two categories: analog and digital. The
analog devices save the CCD images in an encoded format on a tape as an analog
magnetic signature. Standard magnetic media are in the form of 8mm-wide tape. When
the video is copied to another tape such as a VCR tape, the magnetic signature must be
read and placed in a usable format. The signal is then transferred through cables such as
RCA connectors and then placed upon the VCR’s tape in its magnetic format. The fact
that the signal must be read from a tape, transferred using an electrical analog signal and
written to a magnetic tape creates what is referred to as “Generation Loss”. This means
that the copy is not as good as the original. Typically, only two or three generations of

copying can be sustained before video-quality reduction becomes unacceptable.
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Figure I1I-1:  Video Connectors [From: Adobe Premier 6.0]

The second method of video-signal capture is through digital means.
Instead of storing images as an ongoing analog signal of magnetic patterns, a digital
camera has the ability to store the information related to video as sets of ones and zeros.
The camera then has the means of transferring the information to another device as ones
and zeros. There is no loss in fidelity and the copy is as good as the original. Newer
devices contain connectors such as IEEE 1394 FireWire. A computer or encoder box can
take the signal through a FireWire port and manipulate or store the signal in a purely

digital format.

Format Lines of Resolution Tape Size Media

Standard VHS 230-250 Large VHS Tape

VHS-C 230-250 Medium VHS Tape in Small Housing
Super VHS 380-400 Large SVHS Tape

Super VHS-C 380-400 Medium SVHS Tape in Small Housing
8mm 230-250 Small 8mm Tape

Hi8 400 Small Hi 8mm Tape

Digital Video(DV) 500 Extra Small DV-Mini Cassette

Table I1I-1:  Video Tape Formats.

Two standards for video signal transmission are RGB and YUV. There

are a multitude of formats that are variations of these two types but the principles remain
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the same. In RGB, each pixel is assigned a value that represents the Red, Green and Blue
intensities. Sometime formats include the extra alpha channel and are referred to as
RGBA. The alpha channel can depict a fourth component of transparency. When three
bytes are used to represent RGB information, it is referred to as 24-bit color. CCD
cameras, digitizers, scanners and computers all begin with a RGB format. The images
generated from these devices may remain in RGB format for transfer or converted to a
form of YUV for signal transmission. There are also many compression schemes that

modify the RGB information and are covered in Section B in this chapter.

YUYV is based upon on signal that carries Luminance information and a
signal that shows the color differences. Luminance is the black and white, or brightness,
part of a component video signal. It is also referred to as the "Y" signal. Chrominance is
the signal that carries the color information in video. U and V represent color, which are
equal to R-Y and B-Y or Cr & Cb (Chrominance Red and Chrominance Blue). A
realistic representation can be obtained without direct transmission of the Green color
band and the savings in bandwidth makes this a popular compression scheme.
Additionally, by separating luminance and color intensity, compression schemes can
dramatically decrease the size of transmitted and stored signals.

b. Audio

A microphone is used to capture analog sound waves and fed through a
sound-digitizing card for computer processing. One of the most commonly used types of
microphone is the charged capacitor diaphragm. When the flexible diaphragm within the
microphone is moved by sound or air pressure, it completes a capacitor circuit to allow
the flow of electrons in the opposite direction of normal flow. The reverse flow in
electrons can be sensed as a Pulse Code Modulation (PCM) signal. The PCM relies upon

three distinct variables of sampling size, storage unit and number of channels.

The sampling size is the number of data points created for each analog
wave. For example, the analog waveform of sound is represented digitally by sampling
different points along the wave to give digital representation. The more data points that
are created, the better represented are the waveforms. If wave amplitude is needed

between two points, the algorithm interpolates the desired value. The less distance
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between the samples, more granularity, the better representation the wave will have from
interpolation. Compact Disk (CD) music, also known as high fidelity, utilizes a 44KHz-
digitizing scheme or 44,000 data points for each second of analog sound wave. In
contrast, human speech is normally represented over telephone circuits utilizing SKHz
since the human voice remains intelligible within a 4KHz spectrum. Nyquist’s theorem
shows that a sound must be sampled at twice its reproducible frequency range to be

adequately represented.

The storage size is the signal strength of each data point. The number of
bits used to represent a signal point defines the fidelity of that point. If one bit is used,
there can only be a representation of on or off, signal or no signal. With sixteen bits, 2'°
or approximately 65,000 distinct levels can be represented by each signal value. High
fidelity sound may utilize 24 bits or more for proper representation. 8 bits (i.e. 2% or 256

distinct levels) can adequately represent speech.

Finally, the number of channels plays a role in the total size of the PCM
signal. Each channel directly increases the size of the analog representation. A
monophonic signal consists of only one channel. Stereophonic systems incorporate two
signals and can be rendered with one channel per speaker in a two-speaker configuration.
Surround sound, or Dolby Digital 5.1, is designed for a five-speaker representation where
one speaker is utilized as a subwoofer. Some IMAX films, extending the 5.1 approach,
include 18.2 sound for even finer granularity of the sound-source location. However, for
many applications, a single or dual channel is more than adequate.

2. Multimedia Ports

There are a multitude of audio and video sources that may be accessed by a
computer. Most computers contain sound cards that have standard connectors for a
microphone and line-in ports. In a Windows Operating System, these two ports can be
accessed by the sound properties application available under the Control Panel or Task
Tray. The sound panel that is displayed controls sound rendering and recording. The
volume levels for each input and output port can be adjusted using this application. Also,

the panel allows an operator to choose which input or output port to use. Some sound
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cards contain additional ports such as Midi, CD digital, and computer-generated sound.

The play and record panel allows the choice of which port to use.
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Figure I1I-2: Windows Audio Control Properties.

Standard computers also contain a video display card. Most of these cards do not
have the capability to capture video but can only render images to a monitor or television.
The ATI All-In-One-Wonder card is an exception since it captures and renders video.
However, a video camera such as an USB port Web Camera or video capture card can be
connected to allow capturing and rendering of video. A few high-end capture cards also
contain their own sound ports and hardware compression support. . npeg, . asf,. wm
and . r a are a few of the compression formats supported by video hardware

manufacturers.

26




« ATI Technologies « Intergraph

« Aztech Labs « miro Computer Products

» Diamond Multimedia « Optibase

« Digital Vision « Optivision

« DPS « Silicon Valley Technology
« FAST Multimedia « Viewgraphics, Inc.

- Hauppauge +  Winnov

« Intel « Xing Technology

Table I1I-2:  Video Capture Card Companies.

A few common video interfaces are S-Video, Component Video and Composite
Video. A S-Video connector has inputs of Y (luminance) and C (chrominance) signals
separately to reduce interference between Y and C signals, and to help reproduce less
noisy images. Component Video is a video signal in which the Luminance and
Chrominance signals are kept separate. This requires a higher bandwidth, but yields a
higher-quality picture. In Composite Video the luminance and chrominance signals are
combined in an encoder to create the common NTSC, PAL or SECAM video signal
allowing economical broadcasting of video.

C. CODECS

Codec is an acronym that stands for Encoder/Decoder. It is a general name
assigned to video and audio data that has been processed through a filter either for
storage, transmission or playback. Only when the data is sent through another program
filter can it be viewable and audible. The main reason for codecs is that bandwidth is
limited and directly proportional to cost. By utilizing the processing power of a

computer, bandwidth requirements may be minimized with the use of different codecs.

Unfortunately, many codecs are proprietary and can cost several thousand dollars

to use and distribute as part of an application. For instance, the MP3 licensing models
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from Thomson Multimedia is quite extensive and precise. Table III-1 describes

numerous situations where patented codecs need to be licensed. Since the majority of

MP3 players and encoders are based upon these patents, legal action can be taken against

unlicensed users of their “psycho audio” model. Currently, no MP3 royalties are required

for non-commercial organizations, organizations with revenues less than $100,000 per

year, individual not-for-profit audio library use or games distributed in less than 5,000

units [www.mp3licencing.org].

Software Products

mp3PRO

Decoder

Encoder /
Codec

Decoder

Encoder /
Codec

- US$ 0.75 per unit; or

- US$ 50 000.00 - US$ 100 000.00 one-time paid-up

- US$ 2.50 - US$ 5.00 per unit

- US$ 1.25 per unit; or

- US$ 90 000.00 - US$ 150 000.00 one-time paid-up

- US$ 7.50 per unit

Hardware Products | ICs / DSPs

mp3PRO

- US$ 0.75 per unit (Hardware Products); US$ 0.50

Decoder

Encoder /
Codec

Decoder

Encoder /
Codec

Upfront
payment

Games

per unit (ICs / DSPs)
- Software (optional): US$ 100 000.00

- US$ 2.50 - US$ 5.00 per unit
- Software (optional): US$ 250 000.00

- US$ 1.25 per unit (Hardware Products); US$ 0.90

per unit (ICs / DSPs)

- US$ 7.50 per unit

- US$ 500 000.00

- US$ 2 500.00 per title
- US$ 3 750.00 per title

Electronic Music Distribution / Broadcasting / Streaming

mp3 - 2.0 % of related revenue
mp3PRO - 3.0 % of related revenue
Table I1I-3:  Fraunhofer and Thomson MP3 Licensing Model [From:

www.mp3licencing.org].
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While the MP3 model might seem insubstantial for most users, the new video
format of MPEG-4 is currently under review for licensing and may be based upon a “per-
use” licensing model. This may mean that every video encoded into MPEG-4 format will
generate a payment to the patent holders, as opposed to the current model of MP3 where
each encoder or decoder application generates royalty payments. Furthermore, a one-
time fee can be utilized as well for MP3 usage. The one-time fee allows application
developers to pay a single one-time charge and then produce as many encoders and

decoders as the company desires without further payment.

According to some companies, MPEG-4 is predicted to be the video equivalent of
MP3 in Internet popularity. Fortunately, there are many formats that are already in the
public domain and based upon years of research. While they do not always have the
compression ratios or fidelity of MP3 or MPEG-4, most formats are highly specialized
for the bandwidth and processing power associated with their type of application. Hence,
MPEG-4 may not dominate the Internet except in its own specialized applications.

1. Sound

There are numerous codecs strictly for sound as well as a combination of video
and audio tracks. Some of the sound codecs have been available for years while others
are newly developed to meet current needs. Some compression schemes use weighted
logarithmic scales, predictive algorithms of the next sample point, frequency masking or
tricks of human perception. Most sound codecs have an associated file extension. For
instance, U-law compression is usually represented as an .au file and MPEG Audio
Layer 3 is usually saved as a . np3 file. However, when these formats are combined
with a video format such as MPEG-4, they utilize the video format extension such as

.avi.
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AIFF (.aiff)

8-bit mono/stereo linear

16-bit mono/stereo linear

G.711 (U-law)

A-law

IMA4 ADPCM

AVI (.avi)

Audio: 8-bit mono/stereo linear
Audio: 16-bit mono/stereo linear
Audio: DVI ADPCM compressed
Audio: G.711 (U-law)

Audio: A-law

Audio: GSM mono

Audio: ACM

GSM (.gsm)

GSM mono audio

MIDI (.mid)

Type 1 & 2 MIDI

MPEG Layer II Audio (.mp2)
MPEQG layer 1, 2 audio

MPEG Layer Il Audio (.mp3)
MPEQG layer 1, 2 or 3 audio

QuickTime (.mov)

Audio: 8-bit mono/stereo linear
Audio: 16-bit mono/stereo linear
Audio: IMA4 ADPCM

Audio: G.711 (U-law)

Audio: A-law

Audio: GSM mono

Sun Audio (.au)

8 bits mono/stereo linear

Audio: 16-bit mono/stereo linear
Audio: G.711 (U-law)

Audio: A-law

Wave (.wav)

8 bits mono/stereo linear

Audio: 16-bit mono/stereo linear
Audio: G.711 (U-law)

Audio: A-law

GSM mono

DVI ADPCM

MS ADPCM

ACM

Table I11-4:

a. Mu-Law or A-Law

Sound Codec File Associations

The original file format for Mu-law (also A-law) was . au. It

concentrated on speech digitalization and relied upon the 8 KHz sampling rate of voice.

The original Java specification allowed sound cards to directly play the sounds by
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looking at its weighted logarithmic scaling of sounds. These algorithms are sometimes
referred to as G.711. [DeCarmo 99]
b. TrueSpeech

TrueSpeech was also adopted for voice over telephony. It was often saved
under the WAV format for Microsoft and AIFF file format for Apple. It is sometimes
referred to as G.723.1 and was heavily adopted by the international telephone community
since it works well with voice systems. It is one of the primary algorithms for Voice over
IP since it has good audio fidelity and bandwidth capability as low as 5.3 Kbps.
[DeCarmo 99]

c. Dolby Digital

Dolby Digital or Audio Code Number 3 (AC-3) was designed to compress
up to six channels of audio information. The intent for this compression scheme is to
provide a surround-sound experience in home theater. By providing audio for speakers
carefully positioned around the listener, a more immersive experience can be gained.
There are algorithms capable of better sound fidelity than Dolby Digital, but they cannot
provide the multi-channel capability of Dolby Digital. For this reason, it is the format of
choice for DVD, satellite and digital cable movies. [DeCarmo 99]

d. Linear Prediction Coder

Linear Prediction Coder (LPC) attempts to utilize mathematical equations
to predict the sound of voice. It is often a distorted imitation of the original but
understandable. It can be used in low-bandwidth considerations where sound quality is
not important so long as the user can decipher the voice. The sound is often referred to as
“tin-like” or metallic. [DeCarmo 99]

e. Global System for Mobile Communications

Global System for Mobile Communications (GSM) is an extension to LPC
and used extensively in the Cellular Phone Industry. It generates 13.2 Kbps for the
standard 8KHz-sampling rate. It provides excellent sound quality but utilizes more
computational power than competing codecs. It is a mature technology since mobile
phone companies have utilized GSM for many years. [DeCarmo 99]
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f- Motion Pictures Expert Group (MPEG) Audio

Motion Pictures Expert Group (MPEG) Audio is best known by its Layer
3 implementation. The popularity of its small bandwidth consumption coupled with
acceptable music-sound presentation has made it the primary method of transferring
music across the Internet. This codec first masks frequencies are not normally
perceptible to the human ear. Further sound samples are reproduced using a Huffman
encoding process. Usually, the result is an extremely small file size with pleasing sound

fidelity. [www.mpeg.org]

8. Audio File Structure

File storage structure is broken down into chunk-based, track-based, and
other formats. Chunk-based formats such as. wa, . avi,.iff and. ai ff allow
multiple types of media to be stored in the same file. Audio from different sources is

allowed to be stored in a single location.

Apple’s QuickTime format of MOV is track-based. It allows pointers
within the file to point to new tracks. Its popularity stems from the control of starting and
stopping layered tracks with precise control. Additionally, QuickTime was the first

multimedia format that became popular with networked computers.

Another unique format is the object-based Musical Instrumental Digital
Interface (MIDI). MIDI is a method of referencing sounds stored within a sound card’s
memory. The format merely names the musical device, duration of sound and amplitude
of sound. The MIDI table present on each individual computer completes the request.
Sound representation from machine to machine may not be consistent since different
sound cards have different MIDI tables.
2. Video

The field of video presentation is expansive and complex. Billion dollar
companies are competing daily for the best methods of video display, transmission and
digitalization. New codecs influence industries larger than the computer industry by
impacting mobile phone communications, satellite television and digital cable television.

If an algorithm halves the current bandwidth requirements, satellite television can offer
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twice as many channels without the expense of licensing new frequencies or launching
new satellites. Cell phone companies can provide video in addition to audio by utilizing
the same infrastructure. For these reasons and more, the next section presents video
information that is specific to this thesis but easily extrapolated to other realms.

a. Video Presentation

Current methods of video display need to be described before video
compression can be explained, defined and discussed. One of the main concepts when
explaining video signals is aspect ratio. The aspect ratio can be defined as the ratio of
the width to the height of the image. Hence, a television screen four feet wide needs to
be three feet tall to achieve a 4:3 aspect ratio. This picture size can also be represented

with a simple mathematical reduction to 1.33:1 or merely referred to as 1.33.

4 Units
A
Aspect Ratio =
Ratio of the Width 3 Units
to the Height
(4:3 or 1.33:1)
v

Figure I1I-3:  Aspect Ratio.

Second, the definitions of interlaced and progressive scans need to be
addressed. An electron gun is used in a computer monitor and television screen to charge
florescent particles attached to the screen. When the electrons hit the florescent areas,
they glow red, green or blue depending upon the color associated with the pixel. The
video image is now displayed on a television or monitor using one of two methods. The

first method has the electron gun excite the appropriate pixels in the first row. As it

33



finishes, it drops down to the third row. Every odd row is painted until the gun reaches
the bottom of the screen. At this point, the gun paints all of the even rows from the
bottom to the top of the screen. This cycle repeats until the monitor or television is
turned off or stops receiving a signal. This method is called interlaced since every other
row is alternatively painted until the entire picture is drawn. Interlaced scans are popular
since motion in an image can be perceived even with a relatively slow electron gun. The
mind is also tricked into perceiving a fully drawn picture despite the fact that only half of

an image is updated during each pass.

The second method is where the image is sequentially drawn across each
row in progressive order by an electron gun. As each row is drawn to completion the
electron gun moves down one row and begins to draw the row directly below it. The gun
must now be almost twice as fast as an interlaced gun since it must complete the full
picture in the time that the interlaced electron gun only painted half of a picture.
However, because of the speed of the progressive scan electron gun, people can perceive

twice as much detail in the image than with interlaced representation.

The speed of the line draw defines the refresh rate. The refresh rate is how
many times the image, which is in the video buffer, can be completely drawn on the
screen each second. Two standard refresh rates for computer monitors are 60 Hz and 85
Hz. This means the full screen is painted with an electron gun 60 and 85 times per
second, respectfully. The main benefit of a high refresh rate is to prevent flicker or a
small distracting pulse of images as the rows are painted. Many studies indicate that the
sixty hertz refresh rate has many problem issues since it is sometimes synched or in phase
with surrounding lights. By changing a monitor’s refresh rate to eighty-five hertz, most

of these interference issues can be resolved.

Finally, frame rate is often confused with refresh rate. Although they can,
on occasion, be the same, the two are usually quite different. Each unique image drawn
on the screen is a frame. A television signal or computer application generates a full
image of the information to create a full image at a specified rate of thirty or twenty-five
frames per second depending upon the broadcast format. For television, there is an

advantage in having images arrive at the television before they need to be displayed. If
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the images are in a compressed format, there is now time to uncompress and display the
images. If there is extra bandwidth available, more information can be encoded with the
signals (such as stock tickers or error-checking connections) combined with the displayed
images and sound. In the computer industry, many games are synchronized for optimum
performance. Optimum performance includes many factors that may have nothing to do
with the difficulty of drawing certain images. For instance, 3D images may need to
check for collisions and redraw the image accordingly. Another example is when a
networked game runs on a network clock for data exchange. As opposed to being limited
by the video card, the program’s frame rate may be limited by the computer’s
computational power. Thus, frame rate usually reflects the computer’s maximum

capability at any given moment.

Given the previous definition, video capture can be described based upon
the standards of the television industry. One standard is the National Television Systems
Committee (NTSC) with 525 lines of interlaced scan, 4:3 aspect ratio and thirty frames
per second. In Europe and the Middle East, the main standard is Phase Alternative Line
(PAL) with 625 lines of interlaced scan and a 4:3 aspect ratio. The frame rate is twenty-
five frames per second. Newer standards include the High Definition Television (HDTV)
standard of 480 progressive scan (480p), 720 progressive scan (720p) and 1080 interlaced
scan (10801) lines with a 16:9 aspect ratio. On a computer screen, two possible sets of
dimensions are 1920x1080 or 720x480 pixels. To place this resolution in perspective, a
35mm film contains approximately 2000 lines of resolution and an IMAX film consists
of 4092 lines of resolution. If the image needs to be modified for a NTSC or PAL
compatible display, the video can be down sampled to fit the 4:3 aspect ratio of 720x360
pixels. Unfortunately, the analog signal of NTSC and PAL are not exactly related to
pixel dimensions but they are closely approximated with the above examples.

b. Video Codecs

There are numerous video compression methods. The best-advertised,
most current formats can be categorized as Microsoft, Apple, Real Network and MPEG.
There are other formats available, but the aforementioned formats cover the majority of

codecs currently in use. Some legacy codecs include Cinepak, H.261 and H.263. H.261
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and H.263 utilize Discrete Cosine Transform (DCT) with Motion Compensation (MC),
which was improved for later use in MPEG compression. Cinepak utilizes Vector
Quantization (VQ) to provide excellent compression ratios for most video content. Most
companies maintain patents and proprietary control over their premiere formats but have

released software or code to allow the development and creation of compatible media.

Microsoft Inc. uses Advanced Streaming Format (. asf ) and, more
recently, Windows Media Video (. wnv) formats for its video files. The. wnv encoding
consists of MPEG-4 video and Layer-3 audio encoding. Microsoft states that this format
can generate CD-quality sound with 64 Kbps, near-VHS video quality at 250 Kbps and
near DVD quality at 500 Kbps. It is currently one of the best-quality codecs with one of
the smallest bandwidth consumptions. The primary drawback to this codec is its closely
held proprietary status. The codec can only be streamed, encoded and played by
Microsoft products. While many of the encoding and playing tools are free, the server
software necessary for streaming content is among the most costly in the industry. There
are also few tools available for editing. Microsoft Producer, one of the first tools to
address this deficiency, was released in November 2001. While it is a free product, it still

requires Microsoft’s Office XP in order to work.

Apple Computers Inc. has popularized the QuickTime format with its
. mov file structure. Apple provides free streaming servers but does not provide free
encoders outside of its native operating system. The free QuickTime Player can be
utilized to play all QuickTime movies, but a commercial version is required to allow a
file to be converted to Apple’s proprietary Sorenson 1 and Sorenson 2 codecs.
Companies such as Adobe Systems Incorporated have also developed products such as

Premier to capture, edit and create files in the . "oV format.

Real Networks Inc. has created an extensive multimedia streaming market
with its . r a format. Real Networks provides a free player, which can be upgraded to a
commercial version with more controls and quality of service features. Demonstration
versions of their server software are also available for download. Real Networks has
gained a large following since they provide proven commercial packages of server

software, software encoders, hardware encoders, players and editing tools. They provide
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one of the largest bodies of online knowledge regarding streaming media. They also
have an extensive network of trained and certified contractors capable of creating

company solutions.

The Motion Pictures Expert Group (MPEG) has pursued three different
video standards of MPEG-I, MPEG-2 and MPEG-4. The group is also currently working
on MPEG-7 for content annotation. No single company claims full rights to the MPEG
standards since they are developed by a collaboration of dozens of companies. Individual
companies, however, own individual patents related to the MPEG standards. The
standards are based upon Discrete Cosine Transform (DCT), Motion Compensation (MC)
and Motion Prediction (MP). Sound is compressed using frequency masking and
Huffman Encoding. The MPEG-1 standard was published with C software code that
allows programmers to utilize the standard. Since then, encoders for the newer MPEG
standards must be licensed from the appropriate patent holders.

c. Encoding Methodologies

The above codecs utilize methods such as Run Length Encoding (RLE),
Vector Quantization (VQ), Discrete Cosine Transform (DCT), Contour-Based Images
(CBI), Frame Differencing (FD) and Motion Compensation (MC). While dozens of
books have been written on each individual methodology, the following brief descriptions

summarize each approach.

Run Length Encoding (RLE) can represent groupings of similar pixels
with a compression scheme that depends on the number of similar pixels in a row. For
instance, 22 22 22 22 22 22 22 22 22 can be compressed to 8 22. The decoder checks
the code words and represent the next 8 pixels with the color of 22. This method is only
practical when there are a limited number of colors to represent a picture. It is not
practical when there is a possibility for more colors than pixels in a picture. It may only

be suitable for grayscale or even 8-bit images.

Vector Quantization (VQ) is a method of dividing an image into blocks of
pixels. For instance, Cinepak utilizes a 4 by 4 (i.e.16-pixel) array. A representation of
the most common blocks is stored in a table with a binary “lookup” value. The algorithm

now decides which blocks of the image the standard blocks in the lookup table represent.
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The more common blocks are given a shorter binary value for even more compression
performance. The image is now represented with a series of binary lookup codes. The
decoder receives the image information and can recreate the picture rapidly since it
merely refers to its own block table. This method leads to “blocky” representation when
there is high contrast or fast moving images, but it has a fast decoding method and a high
compression ratio. As was illustrated with Run Length Encoding (RLE), the compression
ratio can be increased for Vector Quantization by reducing the number of
“representative” blocks. This leads to more image artifacts and a more “blocky” picture
but also a faster encoding and decoding timeline. Discrete Cosine Transform (DCT) takes

a block of 8 by 8 pixels and applies Equation (1).

F(uv):%%i 27: f(x,y)cos‘:(bc+1)uﬂ}cos‘:(2y+l)vﬂ} Eq. (1)

16 16

y=0 x=0

where: Cu= ifu=0 or CHZI ifu>0

-

Cv:_ ifv=0 or C’VZI ifv>0

The resulting matrix, after the Discrete Cosine Transform is applied,
normally reduces to a few distinct numbers in the upper left corner with the rest of the
matrix as zeros. It is not unusual to have the 64-pixel matrix reduced to a few numbers in
the upper left hand corner with zeros in all of the remaining positions. The resulting
matrix can be represented by vectorizing the unique numbers in a zig-zag pattern and
placing an end-of-stream symbol where the zeros begin. The block can then be recreated
with an Inverse Discrete Cosine Transform (IDCT) given in Equation (2). The matrix
resulting from this formula is an exact replication of the original matrix that was modified

by the DCT. There is no distortion during the matrix transformations.

)=y Y %%F(u,v)cos[(zx”)””}os[(zy ”)V”} Eq. )

u=0 v=0 1 6 1 6

Contour-Based Images are closely related to object rendering. Edges of

objects are detected from images and textures are extracted. The edges are now
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represented by polynomial formulas. Some codecs such as MPEG-4 version 2 identify
such objects and employ lookup tables to limit bandwidth usage; thus allowing easier
composition of the final scene. The formal implementation of this concept is called

Binary Format for Scenes (BIFS) [www.mpeg.org].

Frame Differencing uses the differences in one frame as compared to
another frame. Once again, quantization can be utilized to achieve compression since
there are usually few-to-no changes between sections in consecutive frames. In order to
prevent visible errors, key frames are generated at specific intervals as new base points
for future frame comparisons. Otherwise, errors created by close matches in one key-

frame propagate through the rest of the images.

Motion Compensation detects an object moving across the screen.
MPEG-4 version 2 expects to predict and change the rendered position of objects as
sprites. Currently, since object detection is a difficult problem, pixels within a large
block are tracked for movement. A vector is generated to represent the distance and
direction of the movement. The entire matrix does not need to be transmitted but only
the movement vector. In MPEG-1, a 16 by 16 pixel matrix is used to predict such
movement.

D. COMMERCIAL SOFTWARE CAPTURE AND CONVERSION

There are numerous applications that can capture and convert video. This thesis
explores four commercial products that represent a cross section of the different formats
available. Microsoft, Apple, generic-implementation AVI and MPEG formats are
evaluated here for file compression, quality, characteristics of use and interoperability.

1. Microsoft Media Encoder

The Microsoft Media Encoder (MME) allowed for capture in . winv format. The
encoder provides the user with several encoding choices with corresponding streaming
bandwidths ranging from 28.8 Kbps up to 1500 Kbps. Each encoding scheme is uniquely
associated with the final delivery method. For instance, 56 Kbps is associated with
modem delivery while 250 Kbps is associated with Cable or DSL delivery. The

application uses “wizard” interfaces to walk the user through session configuration.
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A MME session can broadcast a video stream, record video to a file or
accomplish both at the same time. Once established, the session’s statistics can be
monitored and controlled from the application’s session panel. When the session is a live
streaming event, key factors such as bandwidth, video preview and the number of users
connected to the session are displayed. For a session, in which the video is saved to a

file, information such as file size, remaining space on disk, time left for recording, etc.

are displayed.
Eem - Windows Media Encoder - [Yideo]
@ Session  Miew Tools Help
Audio X
Input
Zoarm: I'IDU% ﬂ Display: IInput ﬂ Preview Output: |2D2.U Kbps Vl
-t Monitor b4
General I Display Information I Connections I
ke *
tixer... Encoder capturing
Figure I1I-4:  Microsoft Media Encoder (MME).
2. QuickTime Player Professional

The QuickTime Player application cannot capture software from a video
source in real-time. However, it can convert video that is already captured to the

higher compression scheme of Apple’s Sorenson codecs. For proper compression
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to occur, the files need to be inan . avi or . mov format. While the player can
render MPEG video, the current version was not able to convert the format

without losing the sound channels.

The QuickTime Player Professional is a downgraded version of the
Sorenson Video 3 and is sometimes referred to as the Standard Edition. The
Sorenson Video 3 has all of the features of the Standard Edition with
improvements such as better performance, enhanced quality, support for alpha
channel/chroma key, color watermarks, automatic key-frames through scene,
change detection, bi-directional prediction, support for One-Pass and Two-Pass
Variable Bit Rate (VBR) compression, block refresh for packet loss correction,
media key support through secure encryption, compression time packetization for
error resiliency to packet loss and support for Mac OS X and multiprocessors.

The increased features come with an increased cost of $1100.

The QuickTime application converts between video formats by opening
the source file with the player. Once the file is open, the Export menu item may
be selected. It is located below the File menu option on the Menu Bar. The
export feature can compress the file for 20 Kbps, 40 Kbps or 100 Kbps streaming
formats. The different options allow optimization for high motion or better sound
fidelity. The tradeoffs in different video characteristics can be weighed to

maintain the stream’s bandwidth.
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Save exported file as: 21xl

QuickTime Sample Maovie
File Edit Movie OTY ‘Window Help Savejn: | 23 QuickTime - £ E-

__1Plugins @ Sample.may
(@ PictureViewer exe @ Sample.qtif
\QTInFo.exe @TempUpdater.exe
] QuickTimePlaver.exe

G QuickTimeUpdater exe

E ¥ readme. wri

File name:  [Teslamo Save I
. . Save as bype: |AII Files [7.7) j Cancel |
QuickTime

aasaa:es . j 1 Export: [ hovie to QuickTime Movis | Dptians... |
| ~i @ @ @ @ Use: Streaming 100kbps - Yoice - High Mation

Figure III-5:  QuickTime Player Professional.

3. AverMedia and AVI2ZMPEG

Most video capture cards are pre-packaged with software capable of displaying
and saving video. Most generic or low-end capture cards do not support advanced
compression codecs but save the file in an . avi format. The . avi format can quickly
fill a computer disk. A 320x240 image captured at 30 frames per second generated two

gigabytes of data in less than fifteen minutes.

One method of reducing the file size is by using a file-format conversion program.
In order to explore additional formats, an open-source program was utilized. Avi2mpeg
is a Windows DOS based program licensed under GNU’s Not Unix (GNU) and can
convert any . avi file to MPEG-1 compression. Additionally, it is based upon source

code released with the original MPEG specification [www.mpeg.org]. The program

completed the conversion without any loss but required an extensive period of time to
finish the conversion. An eight-to-one ratio of conversion time to recording time was
typical for the conversion process; equating to a one-hour movie needing eight additional
hours to perform the conversion. The machine used for this test had a one-gigahertz

processor with an Ultra 66 EIDE disk drive.
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4. Ravisant

Ravisant’s CinePlayer DVR is an example of newer software that capitalizes upon
the computational power of modern computer processors. The software requires a 400
MHz or better CPU for most applications. Until recently, MPEG conversion was only
possible in real-time by utilizing specialized hardware. Ravisant’s solution encodes
video, displays it for monitoring, and saves it to a file. The program does not offer
conversion from one format to another, but does allow the original capture source to be
stored in . asf , MPEG-1 and MPEG-2 formats. Single frames may also be captured, but
the program’s main focus is to capture and playback television shows. The program’s
primary limitation is that it can only run on Windows 98 or ME Operating system. Other
operating systems such as Linux, MacOS or even Windows 2000 cannot utilize the

current software [www.ravisentdirect.com/store/cpdvrp.html].

STATUS

FOSITION

Figure I1I-6: Ravisant CinePlayer DVR.

By using the DirectX C++ libraries unique to the Windows 98/ME line of
operating systems, Ravisant was able to develop a robust software application rivaling
most hardware MPEG encoders. Additionally, version 2.5 and above no longer use
Microsoft’s MPEG engine. Instead, the software now uses Ravisant’s own MPEG
engine. The main difference between the two engines is that Microsoft’s has better edge
detection while Raviasant’s has better motion prediction. Placing the same video side-

by-side, encoded through the two engines, easily displays this difference.
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5. Players

The three multimedia players that dominate the personal-computer market are
Microsoft’s Windows Media Player, Apple’s QuickTime Player and Real Network’s G2
Player. Each player was able to render its company’s proprietary formats. More
significantly, each player cannot render the proprietary formats of its competitors. For
instance, no player besides Apple’s can render a . nov file, which was compressed using
Apple’s Sorenson compression. The same held true for Microsoft’s . asf and . wmv

formats as well as Real’s . r a format

E. SUMMARY

The ability to capture audio and video has become easier with the increase in
computer performance and decrease in cost. While high-end solutions perform
specialized functions and can create captured content worthy of broadcast for DVD
quality, lower-end solutions can easily create content suitable for Internet distribution.
Additionally, the use of proprietary media formats does not necessarily gain a
performance advantage when working with web enabled content. Some solutions are
streamlined for a particular product line but are limited by their cross-platform
restrictions and the inability to transcode to new formats. Meanwhile, open-source
standard formats are freely available and work in cross-platform environments using a
multitude of renderers and capture devices. Unless a specific platform or format solution
is desired, low-end standards-based solutions easily rise to the needs of Web-enabled

challenges.

44



IV. JAVA MEDIA FRAMEWORK (JMF)

A. INTRODUCTION

The Java Media Framework (JMF) offers the first set of open-source, open-
standard Java libraries for the capture, rendering and transcoding of multimedia. The
Application Programming Interface (API) supports multiple formats, capture devices, and
streaming standards. JMF has the added capability of full compatibility with all Java
APIs. These strengths create many interesting and unexpected capabilities such as
rendering streaming media in a Java 3D environment or on a J2ME handheld device.

The use of Java also allows the programs created in JMF to work wherever a Java
Runtime Environment (JRE) is present. An application created on a Windows platform
can thus also run on a Linux or Apple machine. JMF is currently the only option for

cross-platform, open-source multimedia development.

This section discusses the multiple models available for the JMF API that allow it
to capture, render, transcode and stream multimedia. The player model, processor model
and session models are discussed. Additionally, JMF is based upon a well-structured
format allowing for easy extensibility. Any component available for the API can be
inherited or overridden by another class. Hence, custom components are easily created.
One such example, explored in this paper, was when a newly developed screen capture
library was developed for release with a newer version of the Java Software Development
Kit (SDK). JMF adapted the new libraries to create a custom datasource for video
capture by recording the computer screen display. Finally, this section covers the
example program included with the JMF API, IMStudio.

B. JMF APPLICATION PROGRAMMING INTERFACE (API)

In order to gain cross-platform capabilities that meet the various needs of diverse
Internet users, the Java programming language was chosen for the creation of video
captures, rendering and storage software. Java’s API for rendering, capturing,
processing, transmitting and saving video is named the Java Media Framework (JMF).

The JMF 1.0 API was originally developed by Sun Microsystems, Inc., Silicon Graphics
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Inc., and Intel Corporation. The JMF 2.0 API was developed by Sun Microsystems, Inc.
and IBM. The current release is JMF 2.1.1a, which has significant performance
improvements that include its own DirectAudioRenderer and increased interoperability
with streaming servers from companies such as Apple, Sun and Kasenna. The Java API
allows for interoperability with other Java APIs and provides great extensibility. For
instance, images captured using the JMF API may be rendered as textures upon three-
dimensional objects using the Java3D API libraries.

1. Overview

The JMF API is designed to interact with time-based media and utilizes an
optimized family of modules that can pull or push a data stream from one component to
the next. The basic model is founded upon an input source that can be processed and
then sent to an output source. The input source can originate from a capture device such
as a microphone, camera, file or network connection. The data may be processed into a
different format, transcoded, compressed, decompressed or have an effect adjust the final
multimedia presentation. The output of the file may be rendered to a video screen or

speakers, saved to a file, or streamed across a network connection.
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Figure IV-1: Media Processing Model [Picture from: JMF 2.0 API]

46




2. Player Model

JMF API 1.0 was the genesis of the player model. The model was designed to
allow video and audio to be rendered (i.e. played). The model was designed to grab a
DataSource from either a file or a network connection, and then render the multimedia
through speakers and monitor screens. JMF API 2.0 expanded the model by allowing the
player to render from various capture devices. Due to the modularity of the JMF API, the
modification only occurs in the DataSource component. The Player then connects to the
DataSource in standard fashion. The Player, however, cannot modify the DataSource

and, therefore, must render the media exactly as it is presented from the DataSource.

<
Data Source Il@

Rendering
Devices

Figure IV-2: Player Model [From: JMF 2.0 API]

The Player Model is based upon the Clock interface that is divided into two
primary states: Stopped and Started. The Player Model further divides these two states
into six states of Unrealized, Realizing, Realized, Prefetching, Prefetched, and Started.
Each state returns event handler messages to allow tracking of state progression. For
instance, the shift from Realizing to Realized returns a RealizeCompleteEvent. 1f the
program was designed to not progress until a state event is returned, better control can be
maintained over the movement between states. This approach helps to precisely

synchronize multiple events within an asynchronous application.
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Figure IV-3: Player State Model [From: JMF 2.0 API]

The Player divides the Clock state of Stopped into five phases. The first phase is
Unrealized when the Player is initialized. It does not yet have any information about the
media it is supposed to support. The second phase is Realizing during which information
is gathered about resources that may be required. Also, information that needs to be
gathered only once, not including exclusive-use devices, is gained. The third phase,
Realized, moves the Player into a state where it knows which resources are necessary to
render the media it is supposed to present. It is connected to all objects necessary to
display visual components and available controls. However, it has not taken control of
the resources. The fourth phase, Prefetching, allows the Player to take control of
exclusive-use resources and takes any final steps in preparation to render the media
stream. Final buffers are also allotted to allow the display of the media. The fifth phase
is Prefetched, in which all resources are in place and the Player is ready to switch to
Started. The final phase is Started. The time-based media and media time are mapped to
the running clock. Once the correct Clock time is reached, the components of the Player
are displayed. The stop method removes the player from the Started phase and returns it

to the Stopped phase.
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3. Processor Model

The Processor Model is an extension of the Player Model. It has all of the
Player’s functions and methods. In addition, it allows for the modification of the data
stream created from a DataSource. The Processor is no longer restricted to the
implementation defined by the source of data since it can extract individual tracks and
modify them. The Processor is also capable of outputting its media as a DataSource.
Hence, other Processors and Players can connect to the Processor for further
manipulation of the stream and added functionality. The DataSource can also act as the
input for a DataSink. The DataSink can be a file or network connection. With this added
functionality, the Processor Model is capable of storing or streaming video and audio
files.

Rendering
Devices

Data Source Processor

Figure IV-4: Processor Model [From: JMF 2.0 API]

The Processor Model also contains two additional states directly before the
Realizing state. The first state is Configuring and is loca