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Why Ray Tracing?Why Ray Tracing?

•• Global illuminationGlobal illumination
•• Good shadows!Good shadows!

•• Doom 3 will be using Doom 3 will be using 
shadow volumesshadow volumes

•• Expensive!Expensive!

•• Shadow maps are hard to Shadow maps are hard to 
use and prone to artifactsuse and prone to artifacts

•• Efficient ray tracing Efficient ray tracing 
based shadows could based shadows could 
be the next killer be the next killer 
feature for feature for GPUsGPUs

Doom 3 [id Software]

Why Ray Tracing?Why Ray Tracing?

•• OutputOutput--sensitive sensitive 
algorithm algorithm 
•• Sublinear Sublinear in depth in depth 

complexitycomplexity

•• Selective samplingSelective sampling
•• Frameless rendering Frameless rendering 

[Bishop et al. 1994][Bishop et al. 1994]

•• Render CacheRender Cache
[Walter et al. 1995][Walter et al. 1995]

•• Shading Cache Shading Cache 
[[ToleTole et al. 2002]et al. 2002]

•• InteractiveInteractive on clusters of on clusters of 
PCs [PCs [WaldWald et al. 2001] et al. 2001] 
and supercomputers and supercomputers 
[Parker et al. 1999 ][Parker et al. 1999 ]

Power Plant Power Plant 
[[Wald Wald et al. 2001]et al. 2001]

Beyond Beyond Moore’s Moore’s LawLaw

Yearly growth well above Yearly growth well above Moore’s Moore’s Law (1.5)Law (1.5)
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NVIDIA Historicals

GraphicsGraphics PipelinePipeline

ApplicationApplication

GeometryGeometry

RasterizationRasterization

TextureTexture

FragmentFragment

DisplayDisplay

CommandCommand

TexturesTextures
FragmentFragment
ProgramProgram

RegistersRegisters

FragmentFragment
InputInput

FragmentFragment
OutputOutput

Traditional PipelineTraditional Pipeline Programmable Fragment PipelineProgrammable Fragment Pipeline

Fragment Programs TomorrowFragment Programs Tomorrow

Hypothetical DirectX 9 / OpenGL 2.0 class GPUHypothetical DirectX 9 / OpenGL 2.0 class GPU
•• General, orthogonal instruction setGeneral, orthogonal instruction set
•• FloatingFloating--point data typespoint data types
•• ResourcesResources

•• Large number of registersLarge number of registers

•• Long program lengthLong program length

•• Multiple outputsMultiple outputs

•• Unlimited texture lookupsUnlimited texture lookups

•• Multiple levels of dependent texture lookupMultiple levels of dependent texture lookup

•• Data dependent loops and branches (OGL2)Data dependent loops and branches (OGL2)

TexturesTextures
FragmentFragment
ProgramProgram

RegistersRegisters

FragmentFragment
InputInput

FragmentFragment
OutputOutput
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ContributionsContributions

•• Map complete ray tracer onto GPUMap complete ray tracer onto GPU
•• Ray tracing generally thought to be incompatible Ray tracing generally thought to be incompatible 

with the with the traditional graphicstraditional graphics pipelinepipeline

•• Abstract programmable fragment processor Abstract programmable fragment processor 
as a stream processoras a stream processor

•• Map ray tracing to streaming computationMap ray tracing to streaming computation
•• Show that streaming GPUShow that streaming GPU--based ray tracer is based ray tracer is 

competitive with CPUcompetitive with CPU--based ray tracerbased ray tracer

AssumptionsAssumptions

•• Static Static scenesscenes
•• Triangle primitives onlyTriangle primitives only
•• Uniform grid acceleration structureUniform grid acceleration structure

DemoDemo Stream Programming ModelStream Programming Model

Programmable fragment processor is Programmable fragment processor is 
essentially a stream processoressentially a stream processor

•• Kernels and streamsKernels and streams
•• Stream is a set of data recordsStream is a set of data records

•• Kernels operate on recordsKernels operate on records

•• Streams connect kernels togetherStreams connect kernels together

•• Kernels can read global memoryKernels can read global memory

kernelkernel

inputinput
recordrecord
streamstream

outputoutput
recordrecord
streamstream

kernelkernelglobalsglobals

globalsglobals

Streaming Ray Streaming Ray Tracer (Simplified)Tracer (Simplified)

Generate Eye Generate Eye 
RaysRays

Traverse Traverse 
Acceleration Acceleration 

StructureStructure

Intersect Intersect 
TrianglesTriangles

Shade Hits Shade Hits 
and Generate and Generate 
Shading RaysShading Rays

CameraCamera

GridGrid

TrianglesTriangles

MaterialsMaterials

raysrays

rayray--voxel voxel pairspairs

hitshits

pixelspixels

Eye Ray GeneratorEye Ray Generator

CameraCamera ScreenScreen

Generate Eye Generate Eye 
RaysRays

raysrays

CameraCamera

SceneScene
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TraverserTraverser

CameraCamera ScreenScreen

Traverse Traverse 
Acceleration Acceleration 

StructureStructure

GridGrid

raysrays

rayray--voxel voxel pairspairs

SceneScene

IntersectorIntersector

CameraCamera ScreenScreen SceneScene

Intersect Intersect 
TrianglesTriangles

TrianglesTriangles

hitshits

rayray--voxel voxel pairspairs

Intersection Code Intersection Code 
float4 Intersect( float3float4 Intersect( float3 roro, float3 rd, , float3 rd, 

int listposint listpos, float4 h ) {, float4 h ) {
float tri_id = texture(float tri_id = texture( listposlistpos,, trilisttrilist ););
float3 v0 = texture( tri_id, v0 );float3 v0 = texture( tri_id, v0 );
float3 v1 = texture( tri_id, v1 );float3 v1 = texture( tri_id, v1 );
float3 v2 = texture( tri_id, v2 );float3 v2 = texture( tri_id, v2 );
float3 edge1 = v1 float3 edge1 = v1 –– v0;v0;
float3 edge2 = v2 float3 edge2 = v2 –– v0;v0;
float3float3 pvecpvec = Cross( rd, edge2 );= Cross( rd, edge2 );
floatfloat detdet = Dot( edge1,= Dot( edge1, pvecpvec ););
float inv_float inv_detdet = 1/= 1/detdet;;
float3float3 tvectvec == roro –– v0;v0;
float u = Dot(float u = Dot( tvectvec,, pvecpvec ) * inv_) * inv_detdet;;
float3float3 qvecqvec = Cross(= Cross( tvectvec, edge1 );, edge1 );
float v = Dot( rd,float v = Dot( rd, qvecqvec ) * inv_) * inv_detdet;;
float t = Dot( edge2,float t = Dot( edge2, qvecqvec ) * inv_) * inv_detdet;;
// determine if valid hit by checking// determine if valid hit by checking
// u,v > 0 and u+v < 1// u,v > 0 and u+v < 1
// set hit data into h based on valid hit// set hit data into h based on valid hit
return float4( {t,u,v,id} );return float4( {t,u,v,id} );

}}

Intersect Intersect 
TrianglesTriangles

TrianglesTriangles

rays

hits

Ray Tracing on a GPURay Tracing on a GPU

•• Store scene data in texture memoryStore scene data in texture memory
•• Dependent texturing is keyDependent texturing is key

•• Multipass rendering for flow controlMultipass rendering for flow control
•• Branching would eliminate this needBranching would eliminate this need

Scene in TextureScene in Texture MemoryMemory

xyzxyz xyzxyz xyzxyz xyzxyz xyzxyz xyzxyz …… xyzxyz

00 44 1111 3838 …… 564564

00 33 11 33 77 2121 216216 ……

xyzxyz xyzxyz xyzxyz xyzxyz xyzxyz xyzxyz …… xyzxyz

xyzxyz xyzxyz xyzxyz xyzxyz xyzxyz xyzxyz …… xyzxyz

Uniform GridUniform Grid
3D Luminance 3D Luminance 

TextureTexture

Triangle ListTriangle List
1D Luminance1D Luminance

Texture Texture 

TrianglesTriangles
3x 1D RGB 3x 1D RGB 
TexturesTextures

vox0vox0 vox1vox1 vox2vox2 vox3vox3 vox4vox4 vox5vox5 voxMvoxM

vox0vox0 vox2vox2

tri0tri0 tri1tri1 tri2tri2 tri3tri3 tri4tri4 tri5tri5 triNtriN

v0v0

v1v1

v2v2

Texture As MemoryTexture As Memory

•• Currently limited in size Currently limited in size -- 128MB128MB
•• About 3M triangles @ 36 bytes per triangleAbout 3M triangles @ 36 bytes per triangle

•• Uniform grid Uniform grid 
•• Maps naturally to 3D textures Maps naturally to 3D textures 

•• Requires 4 levels of dependent texture lookupsRequires 4 levels of dependent texture lookups

•• 1D textures limited in length1D textures limited in length
•• Emulate larger address space with 2D texturesEmulate larger address space with 2D textures

•• Want integer Want integer addressing addressing –– notnot floating pointfloating point
•• Efficient access without interpolationEfficient access without interpolation

•• Integer arithmeticInteger arithmetic
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Streaming Flow ControlStreaming Flow Control

FragmentsFragments
(Input Stream)(Input Stream)

Fragment ProgramFragment Program
(Kernel)(Kernel)

Fragment Program OutputFragment Program Output
(Output Stream)(Output Stream)

RasterizationRasterization

TextureTexture
(Globals)(Globals)

ApplicationApplication
and Geometryand Geometry

StagesStages

Multiple Rendering PassesMultiple Rendering Passes

Pass 1Pass 1
GenerateGenerate
Eye RaysEye Rays

Draw quadDraw quad

RasterizeRasterize

Multiple Rendering PassesMultiple Rendering Passes

Pass 1Pass 1
GenerateGenerate
Eye RaysEye Rays

Run fragment programRun fragment program

Multiple Rendering PassesMultiple Rendering Passes

Pass 1Pass 1
GenerateGenerate
Eye RaysEye Rays

Save to offscreen buffer Save to offscreen buffer 
(rays)(rays)

Multiple Rendering PassesMultiple Rendering Passes

Pass 2Pass 2
TraverseTraverse Draw quadDraw quad

RasterizeRasterize

Multiple Rendering PassesMultiple Rendering Passes

RestoreRestore
((rays)rays)

Pass 2Pass 2
TraverseTraverse

Run Run 
fragmentfragment
programprogram
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Multiple Rendering PassesMultiple Rendering Passes

Pass 2Pass 2
TraverseTraverse

Save to Save to 
offscreen offscreen 
bufferbuffer
(ray voxel pr)(ray voxel pr)

Streaming Ray TracerStreaming Ray Tracer

Generate Eye Generate Eye 
RaysRays

Traverse Traverse 
Acceleration Acceleration 

StructureStructure

Intersect Intersect 
TrianglesTriangles

Shade Hits Shade Hits 
and Generate and Generate 
Shading RaysShading Rays

CameraCamera

GridGrid

TrianglesTriangles

MaterialsMaterials

Multipass OptimizationMultipass Optimization

•• Reduce the number of passesReduce the number of passes
•• Choose to traverse or intersect based on work to be Choose to traverse or intersect based on work to be 

done for each type of passdone for each type of pass

••ConnectionConnection Machine ray tracer [Machine ray tracer [Delany Delany 1988]1988]
•• Intersect once 20% of active rays need intersectingIntersect once 20% of active rays need intersecting

•• Make each pass less expensiveMake each pass less expensive
•• Most passes involve only a few raysMost passes involve only a few rays

•• Early fragment kill based on fragment maskEarly fragment kill based on fragment mask

••Saves compute and bandwidthSaves compute and bandwidth

Scene StatisticsScene Statistics

v v –– average number of average number of voxels voxels a ray piercesa ray pierces
t t –– average triangles a ray intersectsaverage triangles a ray intersects
s s –– average number of shading evaluations per average number of shading evaluations per rayray
P P –– number of rendering passesnumber of rendering passes

0.820.820.970.970.960.961.001.000.440.44ss

13.8813.8847.9047.9034.0734.0740.4640.462.522.52tt

93.9393.93130.7130.781.2981.2926.1126.1114.4114.41vv

C = R*(Cr + v*C = R*(Cr + v*CvCv + t*Ct + s*Cs) + R*P*+ t*Ct + s*Cs) + R*P*CmaskCmask

1085108528352835199919991198119824432443PP

Performance EstimatesPerformance Estimates

•• Pentium III 800 MHz CPU implementationPentium III 800 MHz CPU implementation
•• 20M intersections/s [20M intersections/s [Wald Wald et al. 2001]et al. 2001]

•• Simulated performanceSimulated performance
•• 2G instructions/s and 8GB/s bandwidth2G instructions/s and 8GB/s bandwidth

•• Instruction Instruction limitedlimited

••56M56M intersections/s intersections/s 

•• Nearly bandwidth Nearly bandwidth limitedlimited

••222M222M intersections/intersections/ss

•• Streaming ray tracing is compute limited!Streaming ray tracing is compute limited!

Demo AnalysisDemo Analysis

•• Prototype Performance (ATI R300)Prototype Performance (ATI R300)
•• 500K 500K –– 11..4M4M raycastraycast/s/s

•• 94M intersections94M intersections/s/s

•• Only three weeks of coding effortOnly three weeks of coding effort

•• ATI Radeon 8500 GPU (R200)ATI Radeon 8500 GPU (R200)
•• 114M intersections/s [Carr et al. 2002]114M intersections/s [Carr et al. 2002]

•• Fixed point operationsFixed point operations

•• Only rayOnly ray--triangle intersection kerneltriangle intersection kernel
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SummarySummary

•• Programmable GPU is a stream processorProgrammable GPU is a stream processor
•• Ray tracing can be a streaming computationRay tracing can be a streaming computation
•• Complete ray tracer can map onto the GPUComplete ray tracer can map onto the GPU

•• Ray tracing generally thought to be incompatible Ray tracing generally thought to be incompatible 
with the traditional graphics pipelinewith the traditional graphics pipeline

•• Streaming GPUStreaming GPU--based ray tracer is based ray tracer is 
competitive with CPUcompetitive with CPU--based ray tracerbased ray tracer

Architectural ResultsArchitectural Results

•• Fragment mask proposed for efficient multipassFragment mask proposed for efficient multipass
•• Stream buffer eliminates this needStream buffer eliminates this need

•• StreamStream data should not go through standard data should not go through standard 
texture cachetexture cache

•• Triangles cache well for primary rays, secondaryTriangles cache well for primary rays, secondary
less soless so

•• Branching architectureBranching architecture
•• MoreMore cache coherence than the cache coherence than the multipass architecture for multipass architecture for 

scene datascene data

•• Reduces memory bandwidth for stream dataReduces memory bandwidth for stream data

•• But has its own costs…But has its own costs…

Future WorkFuture Work

•• AccelerationAcceleration StructureStructure
•• MultiMulti--level grids or klevel grids or k--d treesd trees

•• Dynamic acceleration structureDynamic acceleration structure

•• Building acceleration structure on GPUBuilding acceleration structure on GPU

••Requires scatter (i.e. dependent texture write)Requires scatter (i.e. dependent texture write)

•• Photon mappingPhoton mapping
•• Ask me again in January…Ask me again in January…

Final ThoughtsFinal Thoughts

•• Ray tracing maps into current GPU Ray tracing maps into current GPU 
architecturearchitecture
•• Does not require fundamentally different hardwareDoes not require fundamentally different hardware

•• Hybrid algorithms possibleHybrid algorithms possible

•• What else can the GPU do?What else can the GPU do?
•• Given you can do ray tracing, you can do anythingGiven you can do ray tracing, you can do anything

•• Fluid flow, molecular dynamics, etc.Fluid flow, molecular dynamics, etc.

•• GPU performance increase will continue to GPU performance increase will continue to 
outpace CPU performance increaseoutpace CPU performance increase
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