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Abstract
Large-scale video projection of immersive environments is revolutionizing planetaria and
dome theaters worldwide. Using multiple edge-blended video projectors, these systems
provide ultra wide field-of-view, high-resolution images on dome screens.  Numerous
planetaria have recently installed immersive video systems, and dozens more are planned
in addition to corporate showrooms, tourist destination theaters, and other immersive
video applications.  This course surveys large-scale immersive video systems offered by
major manufacturers, and showcases several new installations and their productions.
Industry leaders provide a comprehensive look at both real-time and pre-rendered
production techniques.
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Course Syllabus

8:30 - Introduction to Large-Scale Immersive Theaters  (E. Lantz)
Provides historical context for immersive graphics including large-format film and video
projection.  Introduction to spherical video projection systems, applications, and
installations.

9:15 - Principles of Immersive Imagery  (B. Shedd)
A discussion of practical ways to design effective imagery and insure content continuity
for immersive dome screens.  Develops a philosophy of immersive imagery by
comparing and contrasting small framed images with giant immersive projections, and
provides a toolbox of approaches to produce for these new screen spaces.

10:00 - Break

10:15 - Spherical Image Generation and Projection  (E. Lantz)
Review of various methods for getting video onto the sphere, with emphasis on multi-
projector edge-blended displays.  Looks at popular spherical mapping and edge-blending
methodologies, including software and real-time hardware approaches.  Also covers
image generation and playback using video servers and real-time, multi-pipe image
generators.

11:00 - Immersive Rendering Basics  (B. Thompson)
Discusses the basic technical and conceptual challenges encountered in rendering
animations for spherical screens, and presents some of the methods that our industry has
invented to deal with them.  Technical hurdles include the absence of monitors to view
spherical graphics, the need to adapt flat-view-plane rendering tools for spherical screens,
and the need for massive amounts of storage space and rendering power to deal with the
large-format spherical frame resolutions.  Conceptual hurdles are substantial because
spherical animation challenges a flat-screen cinematic language that's been
subconsciously programmed into us from the first days of motion picture and video.

12:00 � Lunch

1:30 - Immersive Rendering Basics, cont.  (B. Thompson)

2:00 - Tools and Techniques for Realtime Dome Production and Education � (C.
Emmart)  The Hayden Planetarium arguably has the world�s most powerful group
visualization system in the world.  Powered by a 7-pipe SGI Onyx, the Hayden system
can project both real-time graphics and pre-rendered shows.  System details are presented
and show production techniques are discussed, along with recommendations for future
directions and research opportunities.

3:00 - Break



3:15 - Real-Time Interactive Show Production for the Boeing Cyber Dome (M. Ratcliffe)
Presents details of real-time interactive shows that have been developed on the Evans and
Sutherland StarRider  system for the Boeing CyberDome theater � a 170-seat domed
theater that allows each audience member to interactively control various aspects of a CG
models via a 5-button key pad attached to each seat. Audience members can take the role
of white blood cells fighting a bacterial infection, pilots on board a Martian-bound
aircraft, or as controllers of continental plates as they drift around the Earth.
Requirements for meaningful interactive scenarios are discussed.

4:15 -  Immersive Rendering Demonstrations  (Various)
Presents compelling examples of the latest cutting-edge animations rendered for full-
dome video systems and discussion of rendering techniques and artistic challenges.
Some of the latest immersive production tools are also demonstrated.

4:45 � Wrap-Up and Q&A  (E. Lantz)
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Introduction to Large-Scale Immersive Theaters

Ed Lantz
Brad Thompson

Entertainment technologies strive to deliver memorable, compelling experiences to large populations.
Cinema represents an efficient, reproducible medium for the delivery of such experiences.  Historic
improvements in cinema technologies have centered on making the image larger, brighter, or higher in
resolution.  Higher brightness and resolution provides a more realistic image, while a larger image provides
a greater visual impact or sense of presence.  More recent improvements in cinema technologies center on
digital cinema, the use of digital graphics projectors to replace the century-old film-based technologies.

The �Holy Grail� of visual display is to deliver an eye-limited resolution image with a wide instantaneous
field-of-view such that the entire retina is excited to its full capacity.  Video-based systems that strive in
this direction include the CAVE� [Cruz-Neira 93], head-mounted displays [Kaiser 95], and various wrap-
around video projection systems such as the Reality Center [Traill 97].  Such systems typically
accommodate a single user or small collaborative group.  Historic large-scale immersive environments
include painted panoramas [Gernsheim 68], multi-projector systems such as Circlevision and Cinerama
[Hart 00], and more recently, large format film theaters including omni theaters using hemispheric
projection screens [Shaw 83] and dome-based training simulators [Fisher 87].

From these roots, a new generation of visual displays have emerged in the last 5 years that are large-scale
video-based �digital dome� immersive theaters [Lantz 96].  These are digital graphics environments that
provide a visually (and aurally) immersive display accommodating tens to hundreds of people.  Such
systems are first appearing within planetaria and other special venue domed screen attractions.  Indeed, the
2,700 planetaria worldwide, totaling an annual attendance of nearly 90 million visitors, represent a
substantial market for this emerging medium [Loch Ness 00].  Unlike film theaters, these modern video-
based environments allow visitors to �plug in� to digital information space, including live telepresence
events, realtime computer simulations and games, and the latest happenings in the global digital village.

To date 33 digital dome theaters have either opened their
doors or soon will, mostly as planetaria (Table 1).  As the
number of theaters grows, so will the demand for quality
show programming and events.  While large-format
cinematography can provide some material for these
facilities, 2D and 3D computer graphics rendering and
compositing techniques makes up the vast majority of
programming material to date.  This course is intended as
a primer for animators and other computer graphics
professionals wanting to enter this emerging field.

Technical Challenges.  The demand for simultaneous
high-resolution and ultra-wide field-of-view provides a
formidable challenge for even the most advanced
graphics generation and display systems.  For instance,

the projection of eye-limited resolution onto a hemispheric screen demands over 200 million pixels � two
orders of magnitude greater than the new 1080i high-definition television standard.  This is far beyond
current display system performance.  However, acceptable display quality is achievable with as few as 4
million pixels under certain circumstances, and large-scale systems exceeding 8 million pixels are readily
available.  Interestingly, the immersive imagery provides a strong sense of presence even without 3D
stereoscopic effects.

High-resolution systems utilize multiple edge-blended graphics projectors to achieve a single wide field
image.  These projectors must focus over a region of the spherical screen, and the image must overlap

Digital Dome Theater



Table 1 � Large Scale Immersive Video-Based Theaters Planned or Now Open*

Facility Name Location Vendors Opening
Year

Hayden Planetarium New York, NY Trimension/SGI 2000
Adler Planetarium Chicago, Illinois Evans & Sutherland 1999
Exploration Place Wichita, Kansas Evans & Sutherland 2000

Shenzhen, China Evans & Sutherland 2001
Madame Tussaud�s New York, NY Evans & Sutherland 2000

Montpellier, France Evans & Sutherland 2001
Burke Baker Planetarium Houston, Texas Sky-Skan, Inc. 1999
LodeStar Planetarium Albuquerque, NM Sky-Skan, Inc. 2000
Carnegie Museum of Natural
History�s Earth Theater

Pittsburgh, PA Sky-Skan, Inc. 2000

Seville, Spain Sky-Skan, Inc. 2001
GaiaSphere Athens, Greece Sky-Skan, Inc. 2001

Lucerne, Switzerland Sky-Skan, Inc. 2001
Baton Rouge, LA Sky-Skan, Inc. 2002
Cleveland, Ohio Sky-Skan, Inc. 2003

Smithsonian Air and Space Washington DC Sky-Skan, Inc. 2004
Minamimakimura Village Local
Culture Exchange Center

Nagano, Japan Goto Optical 1997

Fujigawa, Japan Goto Optical open
Matsue, Japan Goto Optical open

National Fusion Research Institute Kyoto Prefecture, Japan Goto Optical 2001
Northern Lights Centre Watson Lake, Yukon Spitz, Inc. 1997
Science City at Union Station Kansas City, Missouri Spitz, Inc. 2000
Orange Imaginarium Bristol, UK Spitz, Inc. 2000
Volkswagen Autostadt Wolfsburg, Germany Spitz/Furneaux

Stewart/Seimens
2000

National Space Centre Leicester, UK Spitz, Inc. 2001
Bibliotheca Alexandria Alexandria, Egypt Spitz, Inc. 2001
Rauch Planetarium Louisville, KY Spitz, Inc. 2001
Samford University Birmingham, AL Spitz, Inc. 2001
Glasgow Science Centre Glasgow, UK Spitz, Inc. 2001
Volkswagen Gläserne Manufaktur Dresden, Germany Spitz/BRC 2001
ElectricHorizon Theater Ketchikan, Alaska Spitz, Inc. 2002
Clay Center for the Arts & Sciences Charleston, WV Spitz, Inc. 2002
Denver Museum of Nature and
Science

Denver, Colorado SGI/Zeiss/Schneider 2003

Griffith Planetarium Los Angeles, CA uncommitted 2004
                  * based on best available marketing information � no claims of accuracy are implied

adjacent projectors for seamless blending.  The projectors must have precise geometric positioning to allow
accurate image overlay in the edge-blend regions.  And all projectors must be similarly color corrected to
provide a true seamless effect.  Current systems meet these difficult requirements with varying degrees of
success using off-the-shelf projectors intended for flat-screen projection.

Computer graphics for spherical projection must be rendered onto a view sphere as opposed to the current
view plane paradigm.  Alternately, multiple flat plane renders can be stitched using 2D image-processing
algorithms to from a complete view sphere.  The resulting spherical images are brought together in post-
production with live-action, titles, stock footage and other composited elements to build a complete edited
program.  The resulting spherical master frames must be split out into individual channels, spherically



warped, properly masked for edge blending and stored on separate digital data recorder channels for
synchronous playback.

Alternately, realtime computer graphics can provide multiple simultaneous rendering pipelines for full
hemispheric display of high-resolution images to provide an immersive, fully interactive group experience.
Show producers for such systems are challenged to effectively involve the audience in meaningful
interaction [Chiwy 00], and must also pioneer new storytelling and show production techniques.

Artistic Challenges.  Given an immersive audio/visual delivery system and the requisite production tools,
the next challenge is to make good use of the medium.  We are bombarded by cinema and television every
day. It visually communicates with us though a language that has evolved over the past century.  It�s a
language that many of us have been conditioned to receive and understand since birth.  The language
developed and is continuing to develop though the tireless efforts of hundreds of thousands of filmmakers
and videographers striving to learn how to best exploit the frame for the purpose of telling the story that
they want to tell.

The underlying technologies that power immersive theater are outgrowths of the same technology that
power television and cinema.  The artist�s goal of communicating a story to the viewer has not changed.
What has changed is that the frame has been taken away.  The frame has always been part of the
cinematographer�s language.  It has been used as a device to direct the viewer�s attention, define a space,
convey emotion, or even obscure something from the viewer�s gaze [Shedd 97].  Now that the frame is
gone, how do we do these things?  Artists have to learn to adapt the language to this new medium.  When
we give up the frame, we gain the power to truly immerse our audience in the story space.    The audience
is no longer an outside observer viewing the action through a �window on the world�.  Now we can push
the viewer right up to and through that window so that they can experience what they might actually
experience if they were a passive, or in the case of real-time theaters, an active participant in the story.

Because immersive experiences fill the retina, such images excite the opto-vestibular response caused by
optic flow across the retina [Lappe 99].  This can lead to an exciting experience or cybersickness,
depending upon the person and the production.  Immersing someone in a rapidly changing space can
disorient him or her.  As artists and storytellers, we have to develop an understanding of the power that we
wield.  New storytelling paradigms have to be invented to deal with the wide field of view, frameless
images.

Conclusions.  With large-scale immersive theaters we are seeing the birth of a new medium.  Because the
medium is spherical, it has an aesthetic lure that is difficult to describe.  Because the medium is video
graphics, it is less expensive and more accessible than film and thus more open to independent producers.
Because the medium is digital, it is open to rapid or real-time display of electronic information.  And
because the medium is immersive, it touches us on a deeper level, both psychologically and
physiologically.  As we learn to fully utilize this powerful medium, as the related display and production
technologies mature, and as our ability to rapidly generate increasingly complex images grows, we expect
to see growing interest in this format and eventually, widespread use of immersive displays in education,
leisure and home entertainment.

References

[Chiwy 00]  Phillippe Chiwy, �VR in Immersive and Interactive Theatres: The Bridge between Movie and
Video-Game Experiences,� TiLE 2000 Proceedings, pp. 145-148, 2000

[Cruz-Neira 93]  Carolina Cruz-Neira, Daniel J. Sandin, and Thomas A. DeFanti, �Surround-Screen
Projection-Based Virtual Reality: The Design and Implementation of the CAVE,� Computer Graphics,
Annual Conference Proceedings Series, 1993

[Fisher 87] Robert A. Fisher, �A Full Field of View Dome Visual Display for Tactical Combat Training,�
Image IV Conference Proceedings, June 1987



[Hart 00]  Martin Hart, Curator, American Widescreen Museum
http://www.widescreenmuseum.com/widescreen/intro.htm

[Kaiser 95]  Kaiser Electro-Optics, Inc. �Full Immersion Head Mounted Display,� Product Information,
Carlsbad, CA (1995)

[Lantz 96]  Ed Lantz, "Spatially Immersive Displays for Group Information Visualization," Workshop on
New Paradigms in Information Visualization and Manipulation (NPIV'96), in conjunction with CIKM 96,
pp. 37-40, October 1996.

[Lantz 97]  Ed Lantz, "Future Directions in Visual Display Systems," Computer Graphics, 31(2), pp. 38-
45, 1997

[Lappe 99]  M. Lappe, F. Bremmer & A. V. van den Berg, �Perception of self-motion from visual flow,�
Trends in Cognitive Sciences, Vol. 3, pp. 328-336, 1999

[Loch Ness 00]  The LNP Planetarium Compendium, Loch Ness Productions, p. vi, 2000

[Shaw 83] William C. Shaw and J. Douglas Creighton, �Imax  and Omnimax  Theatre Design,� SMPTE
Journal, March 1983

[Shedd 97] Ben Shedd, �Exploding The Frame,�
http://www.cs.princeton.edu/~benshedd/ExplodingtheFrame.htm

[Traill 97]  D.M. Traill, J.M. Bowskill and P.J. Lawrence, �Interactive Collaborative Media
Environments,� BT Technology Journal, Vol. 14, No. 4, October 1997



Computer Graphics for Large-Scale
Immersive Theaters

Computer Graphics for Large-Scale
Immersive Theaters

Course #31Course #31 8:30 am -8:30 am -
5:00 5:00 pmpm

Course OrganizerCourse Organizer
Ed Lantz  -  Spitz, Inc.Ed Lantz  -  Spitz, Inc.



Computer Graphics for Large-
Scale Immersive Theaters
Computer Graphics for Large-
Scale Immersive Theaters

PresentorsPresentors::
Ed Lantz - Spitz, Inc.
Ben Shedd - Princeton University, Shedd Productions
Brad Thompson - Spitz, Inc.
Carter Emmart - American Museum of Natural

History
Martin Ratcliffe - Exploration Place



Syllabus - Course #31Syllabus - Course #31
8:30    Introduction  (Lantz)
9:15    Principles of Immersive Imagery  (Shedd)
10:00  Break
10:15  Spherical Image Gen. and Projection  (Lantz)
11:00  Immersive Rendering Basics I  (Thompson)
12:00  Lunch
1:30    Immersive Rendering Basics II  (Thompson)
2:00    New York�s Hayden Planetarium  (Emmart)
3:00    Break
3:15    Boeing Cyber Dome  (Ratcliffe)
4:00    Immersive Rendering Demonstrations

a.m.a.m.

p.m.p.m.



Computer Graphics for Large-
Scale Immersive Theaters

Computer Graphics for Large-
Scale Immersive Theaters

IntroductionIntroduction

Ed LantzEd Lantz
Product Development Manager

Spitz, Inc.
elantz@spitzinc.com



The Quest for Visual Immersion
   A Brief History...
The Quest for Visual Immersion
   A Brief History...

30,000 B.C.E.30,000 B.C.E.30,000 B.C.E. 2001 A.D.2001 A.D.2001 A.D.



Visual Communication was used by
prehistoric humans over 30,0000 years ago as
evidenced by cave paintings Chauvet,
Verona and others...

These caves were immersive environments...
�Were they perhaps prehistoric �cathedrals�

designed to invoke a sense of awe?



Ancient Architects created Massive
Immersive Environments...

    Temple of Amon, Egypt
1500 B.C.Photos Courtesy Prof. Hugh Lester, Tulane University



Renaissance Artists Created Ornate
Immersive Spaces in the 16th Century...

Sistine Chapel     St. Peter�s
CathedralPhotos Courtesy Prof. Hugh Lester, Tulane University



Scottish Painter Robert Barker Exhibited 18 m
Diameter Panoramic Paintings in Edinburgh in
1788.  Larger Panoramas followed...

Robert Mitchell, Barkers Panorama at Leicester Square, courtesy The British Museum, London



Daguerre and Others Created Diorama
Theaters Using Large Paintings in the Early
19th Century...

Arrowsmith�s Diorama
Patent

L. J. M.L. J. M. Daguerre Daguerre, 1826, 1826

Images © copyright R. Derek Wood, 2000 - used with permission



Early 20th Century... Film Emerges as
Powerful, Dynamic Storytelling Medium

Lumière Cinématographe et. al 1895

Images Courtesy Stephen Herbert, PROJECTION BOX : http://easyweb.easynet.co.uk/~s-herbert/ProjectionBox.htm



Film Evolves into Widescreen and more
Immersive Formats...

1897 Raoul Brimion-Sanson�s �Cineorama� - France
10 Projectors on 30m Diameter Screen...

1939 Fred Waller�s �Cinerama� - NY World�s Fair
11 Synchronized Projectors - reduced to 3 in 1952

1953 20th Century Fox�s Cinemascope
2.35:1 Anamorphic with Surround Sound

1955 Mike Todd�s Todd-AO
5-perf, 70mm, 30fps format

1970 Imax Corp�s IMAX
15-perf 70-mm horizontal film format
See MEGASYSTEMS Large Format Film History - www.870.com/lfhis.htm

American Widescreen Museum http://www.widescreenmuseum.com/widescreen/intro.htm



Immersive Spherical Formats Also Evolve...

1926 Carl Zeiss�s �Model 1� Planetarium - Munich
World�s first modern planetarium

1946 Armand Spitz�s  �Model A� Planetarium - Philadelphia
Planetaria for the Masses

1962 World�s Fair introduces �Spacarium� - Seattle, WA
35mm fisheye cinema

1972 Imax�s IMAX Dome (Omnimax) - San Diego
5-perf, 70mm, 30fps format

1983 Evan�s & Sutherland�s Digistar
Hemispheric vector graphics video projector

Graphics Design and Production for Hemispheric Projection, SIGGRAPH 95



�Culminating in the Ultimate
Immersive Experience...



Spherorama

Courtesy Michael Miranda, Spherorama, 1991

Truncated
icosahedron
with B&W
photographic
prints from
custom pinhole
camera...



Partial Dome Theater Full Dome Theater

Large Scale Immersive TheatersLarge Scale Immersive Theaters



Visual ImmersionVisual Immersion

Walk-In Immersive Display - Walk-In Immersive Display - Visual Display
with Simultaneous High Resolution and
Wide Field-of- View
� Creates a Sense of Presence within a Virtual

Environment

� Invokes Opto-Vestibular Response in Brain

�Thrill-ride or cybersickness possible

� Horizontal FOV >140º, Vertical FOV >40º



Omni Large-Format
Film Theatres

Omni Large-Format
Film Theatres

PlanetariaPlanetaria

Simulator
Rides

Simulator
Rides

Primary
Applications

Primary
Applications

Large Scale Immersive TheatersLarge Scale Immersive Theaters



� Partial and Full-Dome Systems
� Specialty Film for Maximum Realism

�Large-format film
�High frame rates
�3D Stereoscopic Systems

� Motion Platform
� Spatial Sound
� Multi-Sensory Effects

�Wind, rain, snow, fog, vibration

Simulator RidesSimulator Rides



� Applications

�Theme parks & LBE
�Museums, science centers
�Micro-attractions, arcades

� Example Installations

�Race for Atlantis - Caesars, Las Vegas
�Star Trek the Experience - Hilton, Las Vegas
�Back to the Future - Universal Studios
�California Dreaming - Disneyland

Simulator RidesSimulator Rides



� Hemispheric Projection Screen

� Starfield Projector

�High-resolution astronomical simulation
� Hemispheric Slide Projection

� Narrow Field Video

� Laser Graphics

� Combination Large-Format Film, Planetarium

� Total Annual Attendance Worldwide:  87,400,000

PlanetariaPlanetaria



Planetarium                              Worldwide         % ofPlanetarium                              Worldwide         % of
Classification                         # of Theaters        TotalClassification                         # of Theaters        Total
School/District         999 36%
University/College                 397 14%
Museum/Science Center 375 14%
Observatory/Other 201   7%
Unclassified 782 28%
TOTAL           2754

Planetarium Facts*Planetarium Facts*

* Courtesy The LNP Planetarium Compendium, Loch Ness Productions, 2000



Dome Size (m)      # of Theaters      # Tilted DomesDome Size (m)      # of Theaters      # Tilted Domes
3 - 6       766      2
6 - 9                   696      3
9 - 12       463      9
12 - 15       191    23
15 - 18         98    17
18 - 21       102    34
21 - 27         80    40
Portable       774

Planetarium Facts*Planetarium Facts*

* Courtesy The LNP Planetarium Compendium, Loch Ness Productions, 2000



� Hemispheric Projection Screen

�Tilted 30º typically

� Large-Format Film

�15-perf, 70mm (original IMAX® format)

�8-perf, 70mm

� Dome Diameters from 15m to 28m+

� 254 LF Theaters Worldwide - Half are Domes*

� 175 Large-Format Films Released*

Omni Film TheatersOmni Film Theaters

* From White Oak Associates, Inc. Inventory of Large Format Theaters, 1998 edition



� Full Dome or Partial Dome Video Projection

� Multiple Edge-Blended Projectors

� 26 Existing/Planned Theaters by 5 Manufacturers

� Most Use Pre-Rendered, Pre-Recorded Shows

�Digital video server technologies
�Hi-resolution systems emerging

� Several Theaters Pioneering Realtime Interactivity

� Most are Planetaria - Others Include Corporate
Theaters, Visitor Centers, and Theme Parks

Large Scale �Digital Dome� TheatersLarge Scale �Digital Dome� Theaters



� Evans & Sutherland - Salt Lake City, UT
� GOTO Optical - Japan
� Spitz, Inc. - Chadds Ford, PA
� Sky-Skan - Nashua, NH
� Trimension, Inc. - Burgess Hill, UK

Digital planetarium system also announced by:Digital planetarium system also announced by:
� Silicon Graphics/Zeiss/Schneider

Digital Dome ManufacturersDigital Dome Manufacturers



� AMNH/Hayden Planetarium - New York City
� Bibliotheca Alexandria - Alexandria, Egypt
� Burke Baker Planetarium - Houston, Texas
� Exploration Place - Wichita, Kansas
� National Space Centre - Leicester, UK
� LodeStar Planetarium - Albuquerque, NM
� Madame Tussaud�s - New York City
� Northern Lights Centre - Watson Lake, Yukon
� Volkswagen�s Autostadt - Wolfsburg, Germany

Digital Dome Theaters...Digital Dome Theaters...



Compelling Spherical Icons...Compelling Spherical Icons...

Bibliotheca Alexandria
Alexandria, Egypt

Volkswagen Autostadt
Wolfsburg, Germany



Powerful Immersive Environments...Powerful Immersive Environments...

LodeStar Planetarium
Albuquerque, NM

Volkswagen Autostadt
Wolfsburg, Germany



Engaging Content...Engaging Content...



The Birth of a New Medium...The Birth of a New Medium...



Immersing the WorldImmersing the World

Special Thanks to:

Spitz, Inc.

Evans & Sutherland

National Space Centre, Leicester, UK
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Computer Graphics for Large-
Scale Immersive Theaters

Computer Graphics for Large-
Scale Immersive Theaters

Principles of Immersive ImageryPrinciples of Immersive Imagery

Ben Ben SheddShedd
Department of Computer Science

Princeton UniversityPrinceton University

SheddShedd Productions, Inc. Productions, Inc.
benshedd@cs.princeton.edu

Lecture copyright © 1989-2001 Ben Shedd, used by SIGGRAPH 2001 by permission of author. All rights reserved..



Ben Shedd
Principles of Immersive Design

Immersion:  What’s different?Immersion:  What’s different?

We - the audience - are inside theWe - the audience - are inside the
images in immersive theaters.images in immersive theaters.
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Immersion:  What’s different?Immersion:  What’s different?

The immersive image is viewedThe immersive image is viewed
without a frame. It’s frameless.without a frame. It’s frameless.
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The immersion experience is
on the audience’s side of screen,

not up on the screen.

The immersion experience is
on the audience’s side of screen,

not up on the screen.

• Immersive images mean we can move
our head, which gives us place
feedback.

• We need to provide ways to focus and
point attention, and we need to plan
when the focus is being left open.
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Dome screen - planetarium seatingDome screen - planetarium seating

Image Courtesy: Spitz, Inc
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Dome screen - stadium seatingDome screen - stadium seating

Image Courtesy: Spitz, Inc
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Inside the image….
Immersive productions are frameless!

Inside the image….
Immersive productions are frameless!

My experience discovering My experience discovering FramelessnessFramelessness..

•• Making a dome film… and discovering theMaking a dome film… and discovering the
difference…difference…

• Thinking about the current visual language   
based on the frame.

•Rethinking the immersive visual space.
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The audience’s view in
immersion is

first-person experience,
not

a second-hand event.

The audience’s view in
immersion is

first-person experience,
not

a second-hand event.
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Looking back
to look forward.
Looking back

to look forward.
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Film As Art
by Rudolf Arnheim
University of California Press

Film As Art
by Rudolf Arnheim
University of California Press

First published in the 1930’s
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The Power of the Center
A Study of Composition in the Visual Arts

by Rudolf Arnheim
University of California Press

The Power of the Center
A Study of Composition in the Visual Arts

by Rudolf Arnheim
University of California Press
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The frame of an image has been a
key design element throughout

history.

The frame of an image has been a
key design element throughout

history.

Everywhere we look, we see framedEverywhere we look, we see framed
images, without seeing the frame.images, without seeing the frame.

• Reference: Rudolf Arnheim, The Power of The
Center - University of California Press 1988
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Exploding the FrameExploding the Frame

Images in frames are so common that weImages in frames are so common that we
don’t notice the frame nor how key it is todon’t notice the frame nor how key it is to
the composition nor the amount of thethe composition nor the amount of the
image which we are creating in ourimage which we are creating in our
imagination.imagination.

Here’s a very familiar example …..Here’s a very familiar example …..
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Size matters.

SIZE MATTERS!
Size matters.

SIZE MATTERS!

•• No Frame on images means no frame ofNo Frame on images means no frame of
reference for scale.reference for scale.

•• With no frame, the audience is “growing andWith no frame, the audience is “growing and
shrinking” in relation to the images in theshrinking” in relation to the images in the
immersive experience.immersive experience.
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Dome screen - planetarium seatingDome screen - planetarium seating

Image Courtesy: Spitz, Inc
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Immersion:  What’s different?Immersion:  What’s different?

The immersive image is viewedThe immersive image is viewed
without a frame. It’s frameless.without a frame. It’s frameless.

This image has a frame.
In fact, it has two frames.
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Immersion:  What’s different?Immersion:  What’s different?

The immersive image is viewedThe immersive image is viewed
without a frame. It’s frameless.without a frame. It’s frameless.

This image has a frame.
In fact, it has two frames.



Immersion:  What’s different?Immersion:  What’s different?

The immersive image is viewedThe immersive image is viewed
without a frame. It’s frameless.without a frame. It’s frameless.

This image has a frame.
In fact, it has two frames.

Now it only has the 
projector frame frame.
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L’ECRAN TOTAL
pour un cinéma sphérique

by Philippe Jaulmes
Cinema Futur
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Immersion/Framelessness:
What are the implications?
Immersion/Framelessness:
What are the implications?

“You are there”“You are there”
“It is here”“It is here”

“We are together”“We are together”

Concepts from: 
At the Heart of the Matter: The Study of Presence

by Matthew Lombard and Theresa Ditton
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Immersion/Framelessness:
What are the implications?
Immersion/Framelessness:
What are the implications?

“We are moving”“We are moving”
“We are growing and shrinking”“We are growing and shrinking”

“We are the main character“We are the main character
in the story”in the story”

Concepts from:
Exploding The Frame

by Ben Shedd
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Immersion:

A TOOLBOX FOR
EFFECTIVE PRODUCTION

Immersion:

A TOOLBOX FOR
EFFECTIVE PRODUCTION
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The audience has no clue of
the projection technology.

The audience has no clue of
the projection technology.

Many immersive projection systems areMany immersive projection systems are
multi-projector, tiled systems.multi-projector, tiled systems.

• The audience will not understand
unintentional frames projected within
the immersive space.

• Reference: Rudolf Arnheim, Motion - 1934, Film
As Art. University of California Press 1957
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Most all of the production tools
have frames.

Most all of the production tools
have frames.

The common working tools:The common working tools:

• The storyboard images have frames.

• The cameras have frames.

• The desktop computer design and
editing machines have frames.
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The challenge:  All the production toolsThe challenge:  All the production tools
show images inside a frame, 180°show images inside a frame, 180°
opposite to how the audience willopposite to how the audience will
experience the immersion events.experience the immersion events.

The Audience is immersed inside
the image and inside the frame.

The Audience is immersed inside
the image and inside the frame.

•Make or find a fisheye viewfinder.

•Mark the design and editing table frame.
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The Audience is immersed inside
the image and inside the frame.

The Audience is immersed inside
the image and inside the frame.

•Make or find a fisheye viewfinder.
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•• Mark the design and editing table frame.Mark the design and editing table frame.
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The Audience is immersed inside
the image and inside the frame.

The Audience is immersed inside
the image and inside the frame.

The challenge - part 2:  All of us areThe challenge - part 2:  All of us are
habituated to seeing images insidehabituated to seeing images inside
frames.  Expert production crews areframes.  Expert production crews are
experts at experts at usingusing frames. frames.
•How to explode the creative parameters
for the crew?  How to immerse the crew?

•Get in the theater as often as possible.
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The Audience is moving.The Audience is moving.

The challenge:  With no frame, any imageThe challenge:  With no frame, any image
movement is perceived as audiencemovement is perceived as audience
movement in the opposite direction.movement in the opposite direction.

•• Track start and stop movements in a shot.Track start and stop movements in a shot.

•• Track the sense of movement from shot toTrack the sense of movement from shot to
shot.  How does the audience move?shot.  How does the audience move?
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The Audience is growing
and shrinking.

The Audience is growing
and shrinking.

The challenge: With no frame of reference,The challenge: With no frame of reference,
the sensation of size change is a directthe sensation of size change is a direct
experience for the audience.experience for the audience.

•• Pace for this cognitive sensation.Pace for this cognitive sensation.

•• Design the action as events on theDesign the action as events on the
audience’s side of the screen.audience’s side of the screen.
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The Audience is directly
experiencing the scale of things.

The Audience is directly
experiencing the scale of things.

The challenge:  With no frame, any image isThe challenge:  With no frame, any image is
perceived as a one to one experience.perceived as a one to one experience.

•• Track the scale of objects within an image.Track the scale of objects within an image.

•• Track the scale represented from image toTrack the scale represented from image to
image.  How does the audience track it?image.  How does the audience track it?
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Movement needs continuity.Movement needs continuity.

It is a first person experience for theIt is a first person experience for the
audience.audience.
• The audience seems to be moving.

• The theater seems to be moving.

• Movement within images must tie together
as they are strung together.
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Scale needs continuity.Scale needs continuity.

It is a first person experience for theIt is a first person experience for the
audience.audience.
• The audience seems to be growing and

shrinking.

• Scale within images and between images
must tie together as they play out.
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The images appear on
a curved screen.

The images appear on
a curved screen.

The challenge:  You can’t get around theThe challenge:  You can’t get around the
fact that the screen surface is curved andfact that the screen surface is curved and
the image is annealed onto that surface.the image is annealed onto that surface.

•• Optimize in circular patterns from center.Optimize in circular patterns from center.

•• Optimize for majority of seats.  How does theOptimize for majority of seats.  How does the
audience track it?audience track it?
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Photo depth of field
sharpness decreases with

increase in image size.

Photo depth of field
sharpness decreases with

increase in image size.
The challenge:  For photographic images,The challenge:  For photographic images,

the amount of apparent focus in the depththe amount of apparent focus in the depth
of field is inversely proportional to theof field is inversely proportional to the
size of the screen.size of the screen.

•• Use lens charts to determine fine focus.Use lens charts to determine fine focus.

•• See the image projected on the full screen.See the image projected on the full screen.
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Continuity provided by
music and sound.

Continuity provided by
music and sound.

The challenge:  Music written to framelessThe challenge:  Music written to frameless
images can be very images can be very amusicalamusical..

•• The sound is not 50%/50% with picture, butThe sound is not 50%/50% with picture, but
the whole is an 100% experience.the whole is an 100% experience.

•• Musical patterns can provide wonderfulMusical patterns can provide wonderful
anticipation and release.  Edit to music.anticipation and release.  Edit to music.
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Write final narration to the pictures.Write final narration to the pictures.

•• See what the audience is seeing and writeSee what the audience is seeing and write
directly from what we are seeing.directly from what we are seeing.

•• Let the audience have time to observe andLet the audience have time to observe and
experience for ourselves. It’s a visceralexperience for ourselves. It’s a visceral
experience. experience. Give the audience time to feelGive the audience time to feel..
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The screen is essentially a huge
black space, a vast “negative space.”

The screen is essentially a huge
black space, a vast “negative space.”

•• It is not necessary to fill the whole screen allIt is not necessary to fill the whole screen all
the time.the time.

•• The shift in image size against black providesThe shift in image size against black provides
another tool for provoking and promotinganother tool for provoking and promoting
AWE in the viewers.AWE in the viewers.

•• Open and close the screen size deliberately.Open and close the screen size deliberately.
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The audience’s view in
immersion is

first-person experience,
not a second-hand event.

The audience’s view in
immersion is

first-person experience,
not a second-hand event.
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We are immersed within
the experience.

We are immersed within
the experience.
The immersive

experience is viewed
without a frame.
It’s frameless.
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References: Essays on Immersive
Design By Ben Shedd

References: Essays on Immersive
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Designing Effective Giant Screen Films
http://members.http://members.aolaol.com/sheddprod2/papers.html#Designing.com/sheddprod2/papers.html#Designing
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Immersive displays:
Exploding The Frame
Immersive displays:

Exploding The Frame
• This frameless research was supported by an

Alden B. Dow Creativity Center Residential
Fellowship, a grant from the Science Museum of
Minnesota, and a conference grant from the
National Science Foundation.

• Ben Shedd is a Senior Research Scholar &
Lecturer in the Department of Computer Science,
Princeton University, and owner of Shedd
Productions, Inc.
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Spherical Image Generation and ProjectionSpherical Image Generation and Projection

Ed LantzEd Lantz
Product Development Manager

Spitz, Inc.
elantz@spitzinc.com



�Field of View

�Brightness

�Resolution

Immersive Display Image MetricsImmersive Display Image Metrics



Field of ViewField of View

Total horizontal andTotal horizontal and
vertical image angle invertical image angle in
spherical coordinatesspherical coordinates
with respect to viewer�swith respect to viewer�s
eyepointeyepoint -or- spherical -or- spherical
screen originscreen origin



Image BrightnessImage Brightness

Video Projector Brightness  »  LumensVideo Projector Brightness  »  Lumens
   brightest video projector is 12,000 Lumens brightest video projector is 12,000 Lumens

Theater Brightness  »  Foot LambertsTheater Brightness  »  Foot Lamberts
SMPTE standard for film is 16 SMPTE standard for film is 16 ftLftL

1 Foot Lambert = 1 Lumen over 1 1 Foot Lambert = 1 Lumen over 1 SqSq. Ft.. Ft.
for for Lambertian Lambertian Screen with 100% ReflectivityScreen with 100% Reflectivity



Image ResolutionImage Resolution

Acuity of Eye = 1 Acuity of Eye = 1 arcminutearcminute/line pair/line pair

1 1 arcminute arcminute = 1/60 degrees = 0.017º= 1/60 degrees = 0.017º

Ideally it takes 2 pixels to represent aIdeally it takes 2 pixels to represent a
resolvable line pairresolvable line pair

# of Resolvable line pairs < # pixels/2# of Resolvable line pairs < # pixels/2



�Greater Immersivity than Flat Screen

�Flat screen theoretically limited to 180º

�Sphere easily provides 360º horizontal FOV
�Graceful Degradation of Off-Axis Perspective

�Rectilinear displays introduce artifacts
i.e. CAVE�

Why a Sphere?Why a Sphere?



Cubic DistortionCubic Distortion

Ideal ViewpointIdeal Viewpoint Offset ViewpointOffset Viewpoint



Spherical DistortionSpherical Distortion

Ideal ViewpointIdeal Viewpoint Offset ViewpointOffset Viewpoint



Theater DesignTheater Design

� Dome Tilt

�Level dome requires reclined seating
�Tilted dome + stadium seating brings dome screen

into viewer�s field of view



Theater DesignTheater Design

� Seating Configurations

�Unidirectional seating provides single point of focus
�Concentric seating popular in old planetarium

designs and special applications



Theater Design Goal:Theater Design Goal:

When the lights go out...When the lights go out...

The theater disappears!The theater disappears!

Minimize all �reality intrusions�Minimize all �reality intrusions�



Skinning a SphereSkinning a Sphere

� Spherical Mastering Format (Immersoid)

�Single large frame representing entire sphere
�Master format for archiving, distribution, etc.
�Independent of particular projection geometry
�Defined only by resolution and field-of-view

� Spherical Projection Format (Sub Frames)

�Multi-pipe format that matches projection geometry
�Sub frames individually warped and blended



Spherical Mastering FormatSpherical Mastering Format

-180º-180º +180º+180º0º0º
-90º-90º

LongitudeLongitude

La
ti

tu
de

La
ti

tu
de

0º0º

+90º+90º
Equidistant CylindricalEquidistant Cylindrical



Equidistant Cylindrical MasterEquidistant Cylindrical Master

Entire Edge Maps to Single Pixel at PoleEntire Edge Maps to Single Pixel at Pole



Equidistant Cylindrical MasterEquidistant Cylindrical Master



Spherical Mastering FormatSpherical Mastering Format

180º180º

0º0º

-90º-90º

LongitudeLongitude

+90º+90º

0º0º

+90º+90º

-90º-90º

Polar Fisheye
(Equidistant Polar)

Polar Fisheye
(Equidistant Polar)



Polar Fisheye MasteringPolar Fisheye Mastering

Entire
Outside

Edge
Maps to
Single
Pixel at
South
Pole

Entire
Outside

Edge
Maps to
Single
Pixel at
South
Pole

Polar
Image
Fills

78.5% of
Square
Frame

Polar
Image
Fills

78.5% of
Square
Frame



Polar Fisheye MasteringPolar Fisheye Mastering



Polar versus Cylindrical MasteringPolar versus Cylindrical Mastering

N Pixels

Pole-to-Pole

N Pixels

Pole-to-Pole

File Size = 4N2 File Size = 2N2



Skinning a Sphere with Platonic
Solids

Skinning a Sphere with Platonic
Solids



Skinning a Sphere - Cubic MappingSkinning a Sphere - Cubic Mapping

Advantage - Efficient File Format
Disadvantage - Images are Discontinuous
Advantage - Efficient File Format
Disadvantage - Images are Discontinuous

File Size > 1.5N2



Spherical Projection FormatsSpherical Projection Formats

Single Projector
(Fisheye)

Single Projector
(Fisheye)

Arrayed/Mosaicked
Projectors

(Edge-Blended)

Arrayed/Mosaicked
Projectors

(Edge-Blended)



Fisheye ProjectionFisheye Projection

Polar
Fisheye
Source
Image

Polar
Fisheye
Source
Image

� Simple Configuration

� Limited Hemispheric Resolution (1024x1024 pixels)

� Requires Obtrusive Projector Inside Theater Space



Fisheye Projection ApplicationsFisheye Projection Applications

� Ideal Dome Production Monitors!

� Screen Diameters from 1.6m to 5m

� Resolution of 1365x1024 pixels� And Growing
Image Courtesy Elumens Corp.

Elumens VisionStationElumens VisionStation� Series� Series



Mosaicked ProjectionMosaicked Projection

Polar Source is
Split Into Sub-

Frames and Edge-
Blended

Polar Source is
Split Into Sub-

Frames and Edge-
Blended

Sub Frame 1   Sub Frame 2    Sub Frame 3    Sub Frame 4Sub Frame 1   Sub Frame 2    Sub Frame 3    Sub Frame 4



Many Projection GeometriesMany Projection Geometries

      Five Projectors         Six Projectors        Seven Projectors      Five Projectors         Six Projectors        Seven Projectors



Mosaicking Provides Simultaneous
High Resolution, Wide FOV
Mosaicking Provides Simultaneous
High Resolution, Wide FOV

Wide FOV,Wide FOV, LoRes LoRes
Narrow FOVNarrow FOV

HiResHiRes

Wide FOV,Wide FOV, HiRes HiRes

Single ChannelSingle Channel Single ChannelSingle Channel
N ChannelsN Channels
MosaickedMosaicked



Mosaicking Pros and ConsMosaicking Pros and Cons

� �Limitless� Resolution over Chosen FOV

� Greater Brightness for Given Projector Type

� Master Image Must Be Parsed, Warped, Blended

� Multiple Projectors to Align, Color Balance

� Multiple Video Channels or Image Generator Pipes

� Obviously More Complex and Costly� But

� Cinematic Quality Image over Hemisphere



Volkswagen Autostadt:
Hemispheric Digital Cinema
Volkswagen Autostadt:
Hemispheric Digital Cinema

3.5 Ft.L. @ 4 million pixels using 4x Barco DLP3.5 Ft.L. @ 4 million pixels using 4x Barco DLP



Edge Blending and Spherical
Mapping Techniques
Edge Blending and Spherical
Mapping Techniques

� Pre-Rendered Blends and Mapping

� Post-production processing of sub-frames
� No special playback hardware

� Realtime Blends and Mapping

�Allows realtime display of CGI, video sources, etc.
� Dome becomes large virtual desktop!



Pre-Rendered Edge Blends and
Spherical Mapping
Pre-Rendered Edge Blends and
Spherical Mapping

� 2D image processing with DigiDome� or
PolyDome�

�  Ad-hoc process using 3D renderer

�  On-site �tweaking� possible prior to processing

�  All immersive content must be post-processed

�Live spherical images not possible



Realtime Edge BlendsRealtime Edge Blends

� Requires Edge-Blend Hardware

�Panoram�s Panomaker�
�SEOS�s DigiBlend�
�Integral to Barco, Sony, 3D-Perception projectors

� Control Over Blend Regions

� Separate Interactive Control of R,G,B Blends

� Night/Day Gamma Mapping



Realtime Spherical MappingRealtime Spherical Mapping

� Input Flat Plane, Polar, or Equidistant Source

� Realtime Digital Warping

�SEOS�s Mercator�
�3D Perception

� Projector Geometry Control

�Requires CRT projectors
�Geometry adjustments (keystone, bow, etc.)
�Orthogonal adjustments (bilinear interpolation, etc.)



� LCoS/D-ILA - Liquid Crystal on Silicon
� LCD - Transmissive Liquid Crystal Display
� CRT - Cathode Ray Tube
� Calligraphic CRT
� DLP - Digital Light Processor
� Laser Projection - Various Technologies

Video Projector TechnologiesVideo Projector Technologies



� MEMS Mirrors on Silicon Substrate
� High Contrast >1000:1
� Good Resolution 1280x1024
� Very High Brightness 12,000 Lumens

DLP ProjectorsDLP Projectors

Images Courtesy Texas Instruments



� Liquid Crystal on Silicon Substrate
� Excellent Pixel Fill Factor - No �Screen Door� Effect
� High Contrast - up to 1000:1
� High Brightness - up to 7000 Lumens
� QXGA Resolution - 2048x1536 pixels

LCoS ProjectorsLCoS Projectors

Image Courtesy JVC Corp.



� Analog Technology - Continuous Image (no pixels)
� Highest Resolution -  2500x2000 Addressable Pixels
� Analog Image is Subject to Drift
� Very Low Brightness - 270/1200 Lumens for 9� CRT
� Ultra High Frame Sequential Contrast - 106:1
� The ONLY Projector that Fades to True Black!

CRT ProjectorsCRT Projectors

Image Courtesy Christie, Inc.



� Light Points and Lines Only
� Points are 1/3 the Diameter of Raster Pixels
� Combination of Raster/Calligraphic Available
� Digistar� is Full Dome Calligraphic Star Projector

Calligraphic CRT ProjectorsCalligraphic CRT Projectors

Digistar Images Courtesy Evans & Sutherland, Inc.



� Promises High Resolution, Very High Contrast
� New Semiconductor-Based Solid-State Lasers
� Several Competing Systems Emerging
� SGI/ZEISS/Schneider Projector Optimized for

Dome Projection

Laser ProjectorsLaser Projectors

Images Courtesy Silicon Graphics, Inc.



� Pre-Rendered Video/Graphics
� Digital Graphics Playback Resolutions up to

1600x1200, Video Resolutions up to 1920x1080i
� Pre-rendering provides superior image quality

� Realtime Graphics
� Provides user interactivity
� Rendering speeds rapidly increasing

� Live Video Feeds
� Immersive Cameras
� Videoconferencing
� Interactive performance

Image Generation: Feeding the DomeImage Generation: Feeding the Dome



� Standard Video Formats
� CCIR-601 Format (720x486)

– Requires expensive video line interpolators

� HD 1920x1080i
– 16:9 format not well suited to dome geometry

� Graphics Formats
� 1280x1024 provides good resolution
� 1600x1200 provides excellent resolution

� Multichannel Graphics/Video Servers
�RAID technologies
�Storage capacity in multi TB
�Graphics compression available

Playback of Pre-Rendered GraphicsPlayback of Pre-Rendered Graphics



Realtime Image GenerationRealtime Image Generation

Image Courtesy Spitz, Inc.

� Dome Systems Pioneered in Training Simulators
� Immersive Visualization & VR Workspaces

�CAVE�, Reality Center, etc. - group interactivity



Networked PC�s:Networked PC�s:
 ( (MetaVRMetaVR VRSG, SGI  VRSG, SGI Graphics Cluster�Graphics Cluster�))

Realtime Image GenerationRealtime Image Generation

Image Courtesy MetaVR



GeForce3-based graphics cards (NVIDIA):

� 1 Billion Bilinear Filtered, Multi-Textured
Pixels/second

� 64Mb of DDR Memory
� GPU capable of 800 Billion Operations per

Second
� Transform, Clip and Light 31 M Triangles per

Second
� Full Scene Anti-Aliasing up to 1280x1024
� Maximum Texture Map Size 2048x2048-pixels

Realtime Image GenerationRealtime Image Generation



Mainframe Solutions Still Offer Highest Performance

Realtime Image GenerationRealtime Image Generation

Image Courtesy Silicon Graphics, Inc.



Immersive Media�s Dodecahedral Camera

Live Action on the Sphere...Live Action on the Sphere...

For more links:  www.cis.upenn.edu/~kostas/omni.html

Image Courtesy Immersive Media Company



CMU�s Nomad Robot Tested by NASA Ames in
Atacama Desert� Live Audience Telepresence

TelepresenceTelepresence

http://www.cs.cmu.edu/afs/cs/project/lri-13/www/atacama-trek/



Immersing the WorldImmersing the World

Special Thanks to:

Elumens Corp.

Evans & Sutherland

MetaVR

Silicon Graphics Corp.

Spitz, Inc.



Computer Graphics for Large-
Scale Immersive Theaters

Computer Graphics for Large-
Scale Immersive Theaters

Immersive Rendering Basics

Brad ThompsonBrad Thompson
Lead Animator

Spitz, Inc.
bthompson@spitzinc.com



Aesthetic Considerations:
Understanding the space

Aesthetic Considerations:
Understanding the space

��Completely fills FOVCompletely fills FOV
��Increased sense ofIncreased sense of
speedspeed
��Puts viewer Puts viewer inin the space the space
��Mix of cinema andMix of cinema and
simulationsimulation



Size and Detail RequirementsSize and Detail Requirements

��4K frame = 16 million4K frame = 16 million
pixelspixels
��High resolutionHigh resolution
combined with hugecombined with huge
FOV = more detailFOV = more detail
requiredrequired
��Appropriate detail levelAppropriate detail level
is very difficult to judgeis very difficult to judge
on SD or even HDon SD or even HD
monitors.monitors.



Frame RateFrame Rate

��30fps progressive scan is minimal30fps progressive scan is minimal

��30fps interlaced scan gives smoother motion but is30fps interlaced scan gives smoother motion but is
less flexible and requires rendering at 60 full fpsless flexible and requires rendering at 60 full fps
anyway for full hemisphere formats.anyway for full hemisphere formats.

��60fps progressive scan may be desirable for fast60fps progressive scan may be desirable for fast
moving scenes, or small moving objects.moving scenes, or small moving objects.



Apparent Motion IncreaseApparent Motion Increase

��Motion that looks OKMotion that looks OK
on your monitor can beon your monitor can be
overwhelming in theoverwhelming in the
theater.theater.
��Can causeCan cause
�cybersickness��cybersickness�
��There is no substituteThere is no substitute
for viewing yourfor viewing your
animation in the dome!animation in the dome!

Immersive Master Frame



Apparent Motion IncreaseApparent Motion Increase

��Motion that looks OKMotion that looks OK
on your monitor can beon your monitor can be
overwhelming in theoverwhelming in the
theater.theater.
��Can causeCan cause
�cybersickness��cybersickness�
��There is no substituteThere is no substitute
for viewing yourfor viewing your
animation in the dome!animation in the dome!

Same image as seen from a seat in the theater.



Technical ConsiderationsTechnical Considerations

3D Rendering for Immersive3D Rendering for Immersive
EnvironmentsEnvironments



How to Represent a Spherical ImageHow to Represent a Spherical Image

Polar projection

Equidistant cylindrical projection



How to Represent a Spherical
Image
How to Represent a Spherical
Image

Polar projection

Equidistant cylindrical projection



How to Represent a Spherical ImageHow to Represent a Spherical Image

Polar projection

•Placement of objects on

dome is easily understood

•Polar distortion makes image

comprehension challenging

•Non-linearity makes post

animation challenging



How to Represent a Spherical
Image
How to Represent a Spherical
Image

Equidistant cylindrical

projection

•More difficult to understand

placement of objects on dome

•Less distortion of the lower

panorama, but more at the top

•Post animation is easier

unless objects cross the zenith



How to Represent a Spherical ImageHow to Represent a Spherical Image

Theater

view

Polar

view

Cylindrical panorama view



How to Represent a Spherical
Image
How to Represent a Spherical
Image

Conversion from one

format to another is

possible with minor

degradation.



Rendering SphericallyRendering Spherically

• Most 3D software can only render parallel or perspective

projections

• These rendering algorithms are highly optimized and

efficient

• More general transformations can get more and more

expensive as they are composed.  This doesn’t happen with

4x4 matrices

• Easier to create alternative camera projections within a

raytracer.



Rendering SphericallyRendering Spherically

Flat plane

projections

carry polygons

to polygons.

Perspective Projection



Rendering SphericallyRendering Spherically

More general

projections do

not work this

way.

Polar (fisheye) projection



Two Practical Approaches to
Rendering of Spherical Imagery
Two Practical Approaches to
Rendering of Spherical Imagery

� Use a renderer capable of alternative projections ,
i.e. fisheye

� Limited range of renderer choices...

� Use standard flat plane renderer with hemicube

� Wide range of choices, along with new limitations



Alternative ProjectionsAlternative Projections

� Cebas�s RayMax or Spitz�s customized variant

ImmersaMax are specifically optimized for this

� Mental Ray and BMRT are capable, but less elegant

� POVray has some capabilities as well

� Many new rendering packages on the horizon claim

to support this feature



Alternative ProjectionsAlternative Projections

� Image quality is generally higher because no post

warping is involved

� Immediate feedback.  No post processing required

� Efficiency.  Resulting renders are nearly projection

ready



Alternative ProjectionsAlternative Projections

� Smaller storage requirements since finished frames

are returned� no need to store �partials�

� Textures and effects that rely on the camera normal

usually work better with this method

� Integrated 3D post effects like glows or flares don�t

show seaming artifacts



Hemicube SolutionHemicube Solution

B.

C. D.

A.

-5 cameras

-90deg FOV

-Post process

required



Hemicube SolutionHemicube Solution

� Universality.  Any rendering engine that can render
perspective projections can be used

� Faster rendering speed, depending on scene

� Cubic map implemented in Apple�s Quicktime 5

� Partials are not warped and can more easily be re-
purposed for flat screens

� Conceptually familiar to many 3D artists because
it�s similar to a �cubic environment map�



Hemicube ProblemsHemicube Problems

  HemicubeHemicube seaming seaming
dangers:dangers:
� Texture effects that

rely on camera
normal

� Particles that rely
on camera normal
(facing particles)



Hemicube ProblemsHemicube Problems

  HemicubeHemicube seaming seaming
dangers:dangers:
� Post glows based

on an object
channel

� Lens flares



Eyepoint OffsetEyepoint Offset

� Geometry only looks absolutely correct from one
position in the dome, typically dome center.

� In many applications, there are no seats at this 
position in the theater.

� An eyepoint offset function can be applied so that
geometry looks correct from other seats.

� Can be implemented in both 3D and 2D processes.



Eyepoint OffsetEyepoint Offset

Focal convergence moved away from the projectionFocal convergence moved away from the projection
surfacesurface



Eyepoint OffsetEyepoint Offset

Eye point shifted 50%

toward rear of dome

Eye point at dome center

Eye point shifted 50%

toward front of dome

Equidistant cylindrical imagery



Eyepoint OffsetEyepoint Offset

Polar mapping Eyepoint shifted forward



2D Processing2D Processing

SD Video

Film Scan

HD Video

Immersive Animation

Still Photos



2D Processing2D Processing

�� Adjusting, compositing, adding to imageryAdjusting, compositing, adding to imagery
that is already in a spherical formatthat is already in a spherical format

�� Reformatting standard �flat plane� imageryReformatting standard �flat plane� imagery
�� Preparing spherical material for projectionPreparing spherical material for projection
�� 2D warping is faster than 3D equivalent2D warping is faster than 3D equivalent



2D Processing2D Processing

�� Adjusting, compositing, adding to imageryAdjusting, compositing, adding to imagery
that is already in a spherical formatthat is already in a spherical format
� For many operations, any off-the-shelf, resolution

independent compositing/fx package can be used.

� Uniform image adjustments like color or gamma
correction don�t require software to be aware of
unique format.



2D Processing2D Processing

�� Adding motion effects may require specialAdding motion effects may require special
handlinghandling
� Generally, geometry correction isn�t needed if the

effect is small in the frame and doesn�t run into a
high distortion zone.

� Effects that cover a large portion of the dome will
require geometry correction

� Animation trajectories are affected by the unique
format.



2D Processing2D Processing

Trajectory of an object moving in a visually

straight line through an equidistant cylindrical

mapping

0 deg

60 deg

-100 deg 100 deg



2D Processing2D Processing
Reformatting standard imageryReformatting standard imagery

� Processing required to reformat standard �flat�
imagery to work on the dome.



2D Processing2D Processing
Reformatting standard imageryReformatting standard imagery

� �Billboard� filter creates a virtual flat plane

� Plane can be positioned anywhere on dome

� Theoretical 180 degree limit to horizontal FOV



2D Processing2D Processing

Source video

Billboard processed video



2D Processing2D Processing

Conglomerator� toolConglomerator� tool
� Constantly evolving, multi-function, stand-alone,

batch image warping tool written by Spitz, Inc.

� Mapping conversions, hemicube stitching, image
cropping

� Simple GUI or command line execution for
scripting.



2D Processing2D Processing

Panorama stitching tools:Panorama stitching tools:
� Several commercial stitching tools are currently

available for sale or for free (see references)

� Panoramic photography can be easily formatted for
direct display on the dome.

� Can be useful as photographic sets for animation or
Paul Debevec HDRI style light sources.



Editing and FinishingEditing and Finishing

Most immersive projection systems rely onMost immersive projection systems rely on
multiple edge-blended projectorsmultiple edge-blended projectors
� Master frames must be broken out into separate

video streams for each projector

� These separate streams are then played back
synchronously under the control of a theater
automation system.



Editing and FinishingEditing and Finishing

2 ways of editing various clips into a full2 ways of editing various clips into a full
showshow
� Split master frames first, create edit from low

resolution proxies, then conform each projector
stream to the edit

� Edit first, perhaps on low resolution proxies first,
then conform the full resolution master frames to
the edit.  Splitting into projector streams is done to
the final edited master sequence



Editing and FinishingEditing and Finishing

Split first methodSplit first method
� Reduced storage requirements since you can work

with encoded video.

� Off-the-shelf editing software can be used because
the resolutions are standard

� Faster processing due to smaller frames and less
disk I/0



Editing and FinishingEditing and Finishing

Edit first methodEdit first method
� Advantage is that you end up with a full resolution

�master� edit that can be more easily converted for
playback in different formats and theater projection
configurations, and is easier to preview.

� Much greater working storage requirements

� Requires resolution independent editor

� Slower



Storage RequirementsStorage Requirements

Most common resolutions for �Master� framesMost common resolutions for �Master� frames
are 8 or 10 bits per color channel at:are 8 or 10 bits per color channel at:

�� 1800x486       Panoramic/partial dome1800x486       Panoramic/partial dome
�� 1024x1024     Single lens SXGA projection1024x1024     Single lens SXGA projection
�� 2200x2200     SD full dome projection2200x2200     SD full dome projection
�� 2800x2800     HD full dome2800x2800     HD full dome
�� 4000x4000     Ultra HD full dome4000x4000     Ultra HD full dome



Storage RequirementsStorage Requirements

Worst case calculation:Worst case calculation:
� 4000x4000 = 16,000,000 pixels per image

� 30bits of color info per pixel = 480,000,000 bits per
image or about 60 megabytes.

� at 60fps = 3,600 megabytes per second

� 20 minute show = 4,320,000 megabytes

� double storage for editing = over 8.5tb



Storage RequirementsStorage Requirements

Of course these requirements can be reducedOf course these requirements can be reduced
by:by:
� using 8 bit per channel color depth

� using lossless compression on frames (RLE)

� dropping to 30 fps

� using �split first� editing method

� good planning and understanding of process



Real-Time Rendering on the
Dome
Real-Time Rendering on the
Dome

�� Technology pioneered in the simulatorTechnology pioneered in the simulator
market.market.

�� Use in theaters for entertainment andUse in theaters for entertainment and
education is neweducation is new

�� Several theaters currently in operation thatSeveral theaters currently in operation that
are using this technologyare using this technology

�� Incredible future potential.Incredible future potential.



Real-Time Rendering on the
Dome
Real-Time Rendering on the
Dome

Real-Time Rendering Issues:Real-Time Rendering Issues:
� Image quality limited by hardware speed

� Motion magnification makes lower frame rates
unacceptable

� Artifacts are magnified because of wide FOV

� Motion magnification may cause �cybersickness� if
control is not smooth



Real-Time Rendering on the
Dome
Real-Time Rendering on the
Dome

Real-Time Rendering Issues:Real-Time Rendering Issues:
� Advanced rendering techniques not yet available in

real-time systems

� How do you have the whole audience interact in a
meaningful way?



Real-Time Rendering on the
Dome
Real-Time Rendering on the
Dome

Benefits and Potentials:Benefits and Potentials:
� Immersion plus interactivity may mean a deeper

experience for the viewer

� Increased level of participation

� Increased willingness to suspend disbelief



Real-Time Rendering on the
Dome
Real-Time Rendering on the
Dome

Benefits and Potentials:Benefits and Potentials:
� Could serve as pre-viz tool for animators

� Instant gratification with animation tests

� Fosters experimentation

� Theater could double as a visualization tool for
scientists or engineers



Thinking Toward the FutureThinking Toward the Future

Production tool advancements:Production tool advancements:
� Hope to see arbitrary/programmable camera

projections available in more off-the-shelf 2D and
3D packages and rendering engines

� Real-time preview of alternate camera projections
in 3D packages for more WYSIWYG and less
�render and pray�



Thinking Toward the FutureThinking Toward the Future

Production tool advancements:Production tool advancements:
� More robust editing solutions that fit the needs of

immersive video producers

� Truly resolution independent digital editor capable
of working in real-time, using low resolution
proxies for offline conforming of either full
resolution clips or projector sub-frames



Thinking Toward the FutureThinking Toward the Future

Better visualization tools:Better visualization tools:
� Not every animation house has a dome theater to

view dailies

� A QTVR-like dome movie previewing software
would help those without a dome be able to
visualize what their images will look like prior to
projection



Thinking Toward the FutureThinking Toward the Future

Better visualization tools:Better visualization tools:
� A cheaper single lens projector/portable dome

system that could be purchased or rented by a
production facility for low cost viewing of dailies

� Generally easier to use, less �academic� interfaces
for our tools



Thinking Toward the FutureThinking Toward the Future

More invisible integration between softwareMore invisible integration between software
and theater hardwareand theater hardware
� Standardized/unified interfaces for all the tools

from production through theater automation

� Better hardware abstraction so that you don�t need
to �know the rack� to make a show



Thinking Toward the FutureThinking Toward the Future

Standardization of theater systems:Standardization of theater systems:
� This will allow easy content sharing between

theaters

� Easy, less expensive distribution for immersive
producers.  Theaters themselves should not need to
do any production work.

� Opens a larger market for content providers.



References:References:

Rendering:Rendering:
Hemispherical video production:Hemispherical video production:

http://astronomy.swin.edu.au/pbourke/projection/skyvision/http://astronomy.swin.edu.au/pbourke/projection/skyvision/
Spherical Rendering info:Spherical Rendering info:

http://www.http://www.cscs..uncunc..eduedu/~/~zimmonszimmons/cs238/maps/environment.html/cs238/maps/environment.html
A Realistic camera model for CG:A Realistic camera model for CG:

http://graphics.Stanford.EDU/papers/camera/http://graphics.Stanford.EDU/papers/camera/
Full Dome Video planetarium production: http://www.Full Dome Video planetarium production: http://www.planisphereplanisphere.com/.com/
Makers of RayMax and Makers of RayMax and FinalRenderFinalRender: http://www.: http://www.cebascebas.com.com
Makers of Mental Ray renderer: http://www.Makers of Mental Ray renderer: http://www.mentalimagesmentalimages.com.com
Makers of BMRT: www.Makers of BMRT: www.exlunaexluna.com.com
POV-Ray POV-Ray raytracerraytracer: http://www.: http://www.povraypovray.org/.org/
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Rendering:Rendering:
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tool:http://www.3dluvr.com/tool:http://www.3dluvr.com/subagiosubagio//domelightdomelight//HDRdomeHDRdome.html.html
Image based rendering of realistic lens systems:Image based rendering of realistic lens systems:

http://www9.http://www9.informatikinformatik..uniuni--
erlangenerlangen.de/.de/engeng/research/rendering//research/rendering/lensmodellensmodel//

Cubic environment mapping: http://www.Cubic environment mapping: http://www.iqtvraiqtvra.org/.org/DeFishDeFish/fisheye.html/fisheye.html
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RealvisRealvis multi image stitching tools: http://www. multi image stitching tools: http://www.realvizrealviz.com.com
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Tools and techniques for real-time dome production and education

Carter Emmart
Director of Astronomical Visualization

The new Hayden Planetarium at the Rose Center for Earth and Space
American Museum of Natural History

carter@amnh.org

Introduction

New York City�s Hayden planetarium originally opened in 1935 with a Zeiss Model II
planetarium projector.  In 1997 it was shut down for renovation.  The new Hayden
Planetarium opened last year and has been hailed as the most advanced large-scale
immersive theater in the world.  In addition to a 7-projector full dome video system and
7-pipe SGI Onyx2 , the new Hayden also has the latest Zeiss Mark IX star projector. The
429-seat hemispheric theater is housed inside an 87 ft. diameter sphere.

This presentation reviews the real-time hardware and software tools employed at the new
Hayden, and discusses techniques learned from the application of these advanced tools in
the production of educational programs.

Photos � D.Finnin/AMNH

Clockwise from top left, the Hayden
Sphere at night, planetarium interior with
Zeiss Mark IX projecting 9,100 stars, and
having fun in the Cullman Hall of the
Universe.



Real-time tools for the Hayden Planetarium

I.  Hardware

Two SGI Onyx2 IR-2 graphics computers:

A.  For Dome: In addition to running real-time applications,
this machine runs stored show movies from disc arrays,

 performs as a rendering engine, and does astrophysics
simulations:

Seven graphics pipelines, 28 processors, 16GB ram,
90GB internal drives, 2TB external storage on Ciprico-7000's

B.  For production testing, real-time, rendering, HD video editing,
and astrophysics simulation:

Three graphics pipes, 12 processors, 6GB ram,
45GB internal drives, 550GB external Ciprico raid arrays
for HD video editing, and 270GB external Ciprico raids
for development work.

Three SGI Octane's

Ten SGI O2's

II.  Software

A.  C-Galaxy, Aechelon Technology Inc.

Real-time, Performer based software co-developed by
AMNH and Aechelon to visualize a digital model of
our Milky Way galaxy.  This development was part of
the NASA sponsored foundation project for education
at AMNH called the Digital Galaxy Project.

Display of 25,000 charted stars from the European
Space Agency's Hipparcos Star Catalog blended seamlessly
with one billion stars mapping out the extent of the
Milky Way from an astrophysical statistical model.
Additional non stellar objects as alpha texture maps
also supported.  Constellation line connectivity and
additional support graphics available with real-time
edit capability.

Three basic modes of scale available, including Solar



System, interstellar and external Milky Way viewing.

B.  Everest, PEAK

Real-time production software primarily used for
broadcast media.

Used at AMNH in daily production of electronic signage
and constantly updated science bulletins.  Supports
high definition Earth Event Wall projection and Astro
Bulletins multi screen power wall.

Seven synchronized channel version for dome used for
support graphics in productions and presentations.
Rapid diagrammatic prototyping and modeling is fast
and easy in dome environment or from desktop workstations.

High definition and digital video inputs can be run
through Everest for manipulation in virtual worlds for
dome or fed out to bulletins.

C. Virtual Director, National Center for Supercomputing Applications

Interactive, remote collaborative, flight path scripting
and scientific visualization display software.

Developed for use in NCSA's Cave immersive display, this
software was configured to also work in dome to support
show production.  Collaboration between AMNH and NCSA is
through the National Computational Science Alliance's
Grand Challenge Cosmology Consortium.  This collaboration
has allowed us to co-develop models and applications that
run in this environment as well as on a desktop/laptop
version of the display set called Partiview which spans
multiple platforms.

Scalability of visual data display from Virtual Director
in our dome on down to multiple platform Partiview on
desk and laptops allows maximum flexibility for educational
use as well as production effort.  Results will be
demonstrated in class.

Collaborative potential allows remote viewing and manipulation
between multiple sites and platforms.



Examples of models from different data sets will be shown,
and include the AMNH model of the Milky Way made up purely
of observed data, and University of Hawaii astronomer, Brent
Tully's atlas of galaxies beyond the Milky Way.

III.  Remote tools

National Center for Supercomputing Applications' Cave:

In production, models can be shared between AMNH and NCSA, where
either site can create and edit flight paths through either static
or animated data sets and simulations.

Desktop and laptop Partiview:

Data and support graphics can be set up and edited remotely in
NCSA's Partiview for study.  This preparation is the ground work
for what can then be loaded into the dome display via Virtual
Director.  Flexibility of this kind means that one can study
certain problems prior to dome scheduling.

Remote collaborative function means that multiple institutions,
domes, caves, power walls, and smaller scale multiplatform end
users can share in simultaneous viewing of real-time exploration
of data sets, and sessions or paths can be archived for later
reference.  Educational potential of this is just beginning to
be examined.

Techniques learned with real-time capability

Various results of this discussion will be demonstrated in class and at the CAL
after the course.

Our goal is to simulate various astronomical phenomena.  Subtle and constant
motion elucidates the third dimensional nature of many of these astronomical
environments and objects.  This is perhaps the most important key to being able to
interpret form from what is inherently an abstract realm given the alien
environment it represents in comparison to the world we ordinarily confront.

Motion control in real-time allows for careful study of how best to examine
structures within models displayed.  Immediate feedback of manipulation saves
iteration time of non real-time set ups.  One gets to "live with" the environments
and gains a familiarity from a basis of presence.  For example, using Maya
preview renderings, we had thirty three study moves on the Orion Nebula before
we were satisfied with results.  This technique predated our use of Virtual



Director, NCSA�s interactive flight path scripting software.  Now a much more
intuitive process to craft camera moves in the dome environment can be
accomplished.

From scripted camera moves in real time, software renderings to higher orders of
quality and techniques such as volumetric rendering can then be used to create
non real-time movies for playback.  After our Orion move was approved, it was
then carefully volume rendered with the San Diego Supercomputer Center's
MPIRE renderer by Dave Nadeau and Jon Genetti.

Other scenes from our premier show "Passport to the Universe" were
Choreographed and polished by Bob Patterson, Donna Cox and Stuart Levy in the
NCSA cave.  Traversal of the Tully galaxy atlas and Jeremiah P. Ostriker's
simulation of large scale structure of the universe was crafted in the cave and then
approved in dome.

Real-time adjustment of visibility and relationships of objects and appearance is
key in the dome given its unique display environment.  Projection display issues
such as cross reflectivity and color saturation are best adjusted interactively in
dome when possible.  This is a great time saver as well.

The abilities to control astronomical models in real-time and interactively adjust
the display of data groups and their appearance is an obvious path toward
teaching the relationships and meanings of the models.  Perhaps the best way to
educate visitors about these concepts is to demonstrate them interactively as if
they were there in front of the audience.  We find that interactivity in the manner
of "tour guide" is perhaps the best use of the real-time capability for educating.

Links

GALACTIC MPIRE: Flying through the Digital Galaxy
http://mpire.sdsc.edu/hayden99.html

Rose Center for Earth and Space
http://www.amnh.org/rose/

National Center for Supercomputing Applications (NCSA)
http://www.ncsa.uiuc.edu/

Grand Challenge Cosmology Consortium
http://zeus.ncsa.uiuc.edu:8080/GC3Home.html

San Diego Supercomputing Center
http://www.sdsc.edu/



A Voyage to Orion: This view of the stars, gas, and dust clouds at the center of
the Orion Nebula is an example of the images produced using the MPIRE Galaxy
Renderer.  The image is based on a 3-D model and color-corrected images by C.
R. O'Dell and Zheng Wen of Rice University.
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Exploration Place
Boeing CyberDome Theater



Interactive Domed Theater OverviewInteractive Domed Theater Overview

�� ArmaghArmagh Planetarium, N. Ireland � 1985 Planetarium, N. Ireland � 1985
�� Buhl Planetarium, Pittsburgh, PA � 1991Buhl Planetarium, Pittsburgh, PA � 1991
�� Boeing Boeing CyberDomeCyberDome, Wichita, KS � 2000, Wichita, KS � 2000

�� Multimedia domed theaters (video, star projection, slides,Multimedia domed theaters (video, star projection, slides,
surround sound audio)surround sound audio)

�� 3-5 button interactive handsets on each seat3-5 button interactive handsets on each seat
�� Polling, voting, branching decisions, direct control orPolling, voting, branching decisions, direct control or

�flying� interaction (�flying� interaction (CyberDomeCyberDome).).



Armagh Planetarium
N. Ireland, 1985

Armagh Planetarium
N. Ireland, 1985

�� First use of video projection in aFirst use of video projection in a
planetarium.planetarium.

�� 100 seats100 seats
�� 3-button polling interactive3-button polling interactive

driving 4 video disk players.driving 4 video disk players.
�� MSX multimedia automationMSX multimedia automation
�� Video brightness and contrast tweaked by handVideo brightness and contrast tweaked by hand
�� Branched programming � audience chose what topic to seeBranched programming � audience chose what topic to see

next.next.



Buhl Planetarium
Pittsburgh, PA, 1991

Buhl Planetarium
Pittsburgh, PA, 1991

�� 22ndnd Interactive Planetarium in U.S. Interactive Planetarium in U.S.
�� 150 seats150 seats
�� 3-button seat mounted3-button seat mounted

interactive unitsinteractive units
�� Branch ProgrammingBranch Programming

w/ SPICE w/ SPICE RunshowRunshow
�� DigistarDigistar
�� SPICE AutomationSPICE Automation
�� Tight multimedia/interactiveTight multimedia/interactive

integrationintegration



�� 60-Foot Diameter Dome60-Foot Diameter Dome
�� 170 Interactive Seats170 Interactive Seats
�� 30-Degree Tilt30-Degree Tilt
�� 4-Projector 4-Projector StarRiderStarRider
�� DigistarDigistar II II
�� Separate Video FieldSeparate Video Field
�� All-Sky Slide SystemAll-Sky Slide System

Boeing CyberDome Theater
Wichita, Kansas, 2000

Boeing CyberDome Theater
Wichita, Kansas, 2000



�� 22ndnd E&S  E&S StarRiderStarRider
�� Real-time renderingReal-time rendering

engineengine
�� Full dome real-timeFull dome real-time

mass interactionmass interaction

Boeing CyberDome Theater
Wichita, Kansas, 2000

Boeing CyberDome Theater
Wichita, Kansas, 2000



Interactive OverviewInteractive Overview

Types of Types of InteractivesInteractives

�� Polling � Getting audience feedback using questionsPolling � Getting audience feedback using questions
�� Branching � Audience choose show contentBranching � Audience choose show content
�� Q&A � Content quizzing, testing and triviaQ&A � Content quizzing, testing and trivia
�� Realtime Realtime � Actual control over graphic elements and� Actual control over graphic elements and

cameras.cameras.



Interactive Signal FlowInteractive Signal Flow



Boeing CyberDome Theater
Interactive Overview

Boeing CyberDome Theater
Interactive Overview

�� Mars Landing � fromMars Landing � from  CyberExplorerCyberExplorer
- Audience collectively lands on Mars- Audience collectively lands on Mars

�� Cell Wars � from Cell Wars � from CyberExplorerCyberExplorer
- Audience destroys bacterial infection- Audience destroys bacterial infection

�� Continental Drift � from Continental Drift � from CyberExplorerCyberExplorer
- Rearrange the continents to create a new earth.- Rearrange the continents to create a new earth.



Boeing CyberDome Theater
Interactive Overview

Boeing CyberDome Theater
Interactive Overview

�� Stellar Parallax � fromStellar Parallax � from Crack the Cosmic Code Crack the Cosmic Code
- Guess stellar distances from their parallax movement- Guess stellar distances from their parallax movement

�� Speed of Light Trivia � from Speed of Light Trivia � from Crack the Cosmic CodeCrack the Cosmic Code
- Just how fast is light?- Just how fast is light?

�� Crab Nebula/Black Hole Fly � from Crab Nebula/Black Hole Fly � from Crack theCrack the
Cosmic CodeCosmic Code
- Navigate through these star remnants in search of clues- Navigate through these star remnants in search of clues



Boeing CyberDome Theater
Interactive Overview

Boeing CyberDome Theater
Interactive Overview

�� Spectral Analysis � fromSpectral Analysis � from Crack the Cosmic Code Crack the Cosmic Code
- Use the Hubble Space Telescope to get an object�s- Use the Hubble Space Telescope to get an object�s

spectrum and tell how its movingspectrum and tell how its moving



Mars Landing InteractiveMars Landing Interactive

Goal: to safely land a futuristicGoal: to safely land a futuristic
Mars glider on �Lowell Base�Mars glider on �Lowell Base�
on Mars.on Mars.

Audience input is averagedAudience input is averaged
and resultant send to imageand resultant send to image
generator to control glidergenerator to control glider

More audience equals moreMore audience equals more
successsuccess



Cell Wars InteractiveCell Wars Interactive
Goal: After splitting up intoGoal: After splitting up into
teams, each team�s white bloodteams, each team�s white blood
cell must maneuver andcell must maneuver and
destroy a bacterial infection.destroy a bacterial infection.

Each team�s input is averaged,Each team�s input is averaged,
and the resultant sent to theand the resultant sent to the
image generator.image generator.

Less players per team equalLess players per team equal
more successmore success



Continental Drift InteractiveContinental Drift Interactive
Goal: After splitting up intoGoal: After splitting up into
teams, each team is assigned ateams, each team is assigned a
continental plate to movecontinental plate to move
around the face of past andaround the face of past and
future Earth.future Earth.

Each team�s input is averaged,Each team�s input is averaged,
and the resultant sent to theand the resultant sent to the
image generator.image generator.

Result compared to commonResult compared to common
reference point � an Earth map.reference point � an Earth map.



Stellar Parallax InteractiveStellar Parallax Interactive
Goal: After splitting up intoGoal: After splitting up into
teams, each team is assignedteams, each team is assigned
a continental plate to movea continental plate to move
around the face of past andaround the face of past and
future Earth.future Earth.

Each team�s input isEach team�s input is
averaged, and the resultantaveraged, and the resultant
sent to the image generator.sent to the image generator.

Result compared to commonResult compared to common
reference point � an Earthreference point � an Earth
map.map.



Crab Nebula/Black Hole FlightsCrab Nebula/Black Hole Flights
Goal: The audience is in controlGoal: The audience is in control
of the theater as they search forof the theater as they search for
a pulsar in the crab nebula.a pulsar in the crab nebula.
Later, they try and escape theLater, they try and escape the
gravity of a black hole.gravity of a black hole.

Audience input is averaged andAudience input is averaged and
resultant sent to imageresultant sent to image
generator to control flight path.generator to control flight path.

Mysteries await as the audienceMysteries await as the audience
searches and explores on theirsearches and explores on their
own.own.



Speed of Light Trivia InteractiveSpeed of Light Trivia Interactive

Goal: The speed of light is fast � but the Universe around us isGoal: The speed of light is fast � but the Universe around us is
large.  A series of questions let the audience guess at how longlarge.  A series of questions let the audience guess at how long
light takes to travel to various parts of our solar system.light takes to travel to various parts of our solar system.

The audience votes for their answer.   Score is kept and shownThe audience votes for their answer.   Score is kept and shown
through a seating chart of the theater.through a seating chart of the theater.



Spectrum Analysis InteractiveSpectrum Analysis Interactive

Goal: Using a virtual spaceGoal: Using a virtual space
telescope, the audience analyzestelescope, the audience analyzes
spectra from different objects.spectra from different objects.
Are they moving toward us, awayAre they moving toward us, away
from us, or are they spinning?from us, or are they spinning?

The audience votes for theirThe audience votes for their
answer.   Score is kept and shownanswer.   Score is kept and shown
through a seating chart of thethrough a seating chart of the
theater.theater.

Reinforces the basic concept ofReinforces the basic concept of
red and blue shift in astronomy.red and blue shift in astronomy.



Other Notable Interactive Shows
Journey Inside the Living Cell, 1994

Other Notable Interactive Shows
Journey Inside the Living Cell, 1994

�� Simple  Simple realtimerealtime interactive interactive
rendering of video on dome.rendering of video on dome.

��Audience collectivelyAudience collectively
maneuvers cells around body.maneuvers cells around body.

�CINEMATRIX Interactive
Entertainment System® wireless
interactive paddles with imagepaddles with image
recognition camera.recognition camera.



The Future of Realtime Interactive
Show Production

The Future of Realtime Interactive
Show Production

�� Create meaningful interactive experiences for visitorCreate meaningful interactive experiences for visitor

�� Graphic and projection quality will improveGraphic and projection quality will improve

�� Production tools will get more artist friendlyProduction tools will get more artist friendly
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IMMERSIVE THEATER RESOURCES

This Bibliography is provided for those wishing to research spherical display history,
applications and related technologies.  Following the alphabetical listing, sources are listed
according to category.  These sources span many disciplines, including planetaria, cinema,
motion simulation, psychophysics and cognitive science, military systems, virtual reality and
computer graphics. We have also added a listS of related web links, professional societies and
vendors.  We hope you find it useful.

BIBLIOGRAPHY

[Abbatantuono 94]  Brent Abbatantuono, Armand N. Spitz and His Model A Planetaria, Masters
Thesis, University of Florida, August 1994 (www.griffithobs.org/IPSArmand.html)

[Albin 94]  Edward F. Albin, �Planetarium Special Effects: A Classification of Projection
Apparatus,� The Planetarian, Vol. 23, No. 1, pp. 12-14, 1994

[Allen 93]  Richard Allen, �Representation, Illusion, and the Cinema,� Cinema Journal, Vol. 32,
No. 2, pp. 21-49, 1993

[Arnheim 88]  Rudolf Arnheim �The Power of the Center,� University of California Press,
Berkeley, CA 1988

[Arthur 92]  Kevin Arthur, Kamal Hassan, and Hugh Murray, �Modelling Brightness, Contrast
and 3D Coincidence in Dome Screen Theaters,� 134th SMPTE Technical Conference
Proceedings, pp. 1-14, November 1992

[Barbour 91]  Christopher G Barbour and Gary W. Meyer, �Visual Cues and Pictorial
Limitations in Photorealistic Images,� Understanding Visual Perception and its Impact in
Computer Graphics, SIGGRAPH 91 Course Notes C9, pp. IV-1 to IV-36, August 1991

[Bates 92]  Joseph Bates, �Virtual Reality, Art, and Entertainment,� Presence, Vol. 1, No. 1, pp.
133-138, 1992

[Bennett 95]  David Bennett, �Providing Solutions Using Virtual Reality,� Press Release,
Alternate Realities Corp., Research Triangle Park, NC, email davidb@arc.tda.com,
http://www.arc.com/ARC.hmtl

[Bishop 81]  Jeanne E. Bishop, �Perception and Planetarium Programming,� The Planetarian,
Vol. 10, No. 4, pp. 26-27&19, 1981

[Bishop 92]  Jeanne E. Bishop, �Planetarium Methods Based On The Research of Jean Piaget,�
IPS Proceedings 92, pp. 21-27, 1992



Immersive Theater Resources 2 SIGGRAPH 2001

[Brill 84]  Louis M. Brill, �Planetarium Lightshows: Past, Present and Future,� The Planetarian,
Vol. 13, No. 1, pp. 4-7, 1984

[Brown 92]  Harold K. Brown, J. G. Madry, R. H. Cofer, and S. P. Kozaitis, �Supercomputer
Based Spherical Scene Projector,� Characterization, Propagation, and Simulation of Sources
and Backgrounds II, SPIE Proceedings, Vol. 1687, pp. 41-48, 1992

[Bruno 86]  Mike Bruno and Bob Burnston, �Panoramic Photography for the Planetarium� The
Planetarian, Vol. 15, No. 2, pp. 4-7, 1986

[Buchroeder 82]  R. A. Buchroeder, �The Tuscon 35-mm Fisheye Projection Lens,� SMPTE
Journal, Vol. 91, No. 2, pp. 176-179, February 1982

[Casey 73] George Casey, �The Production of Voyage to the Outer Planets,� American
Cinematographer magazine.  August 1973

[Chiwy 00]  Phillippe Chiwy, �VR in Immersive and Interactive Theatres: The Bridge between
Movie and Video-Game Experiences,� TiLE 2000 Proceedings, pp. 145-148, 2000

[Clarke 73] Charles G. Clarke ASC and Walter Strenge ASC, Editors, �American
Cinematographer Manual,� American Society of Cinematographers, Hollywood, CA 4thEd. c.
1973.

[Clodfelter 96]  Robert M. Clodfelter, �Predicting Display System Performance,� Proceedings
1996 Image Conference, June 1996

[Clynick 91]  Tony Clynick, �Development of a Large Screen High Definition Laser Video
Projection System,� SPIE Proceedings, Large-Screen-Projection, Avionic, and Helmet-Mounted
Displays, Vol. 1456, pp. 51-57, 1991

[Conley 93]  Dave Conley and Garry Musgrave, �Big Video is in the Stars,� The Planetarian,
Vol. 22, No. 4, pp. 5-8,20, December 1993

[Cruz-Neira 93]  Carolina Cruz-Neira, Daniel J. Sandin, and Thomas A. DeFanti, �Surround-
Screen Projection-Based Virtual Reality: The Design and Implementation of the CAVE,�
Computer Graphics, Annual Conference Proceedings Series, 1993

[Danilov 88]  Victor J. Danilov, �Imax/Omnimax: Fad or Trend?,� The Planetarian, Vol. 17, No.
1, pp. 17-23, March 1988

[Davis 93]  James L. Davis, �Visual Systems: Generating a New Reality,� Aerospace America,
pp. 26-29, August 1993

[Edlund 94]  Richard Edlund, �Digital Illusions for Theme Park Visualization,� Computer
Graphics, Vol. 28, No. 2, pp. 147-148, May 1994



Immersive Theater Resources 3 SIGGRAPH 2001

[Fekete 90]  Gyorgy Fekete, �Rendering and Managing Spherical Data With Sphere Quadtrees,�
IEEE Visualization �90 Proceedings, pp. 176-186, 1990

[Ferguson 77]  �The Filming of �Ocean� in Omnimax: Interview with Graeme Ferguson and
William Shaw,� American Cinematographer, October 1977

[Fetter 84]  W. Fetter and C. Wittenberg, �A Progression of Wide-Angle Display Developments
by Computer Graphics,� Displays, Vol. 5, No. 2, pp. 65-83, 1894

[Flagg 00]  Barbara N. Flagg, �Lessons Learned from Viewers of Giant Screen Films,� GSTA
1999 Conference Proceedings, pp. 36-40, Emlyn Koster, ed., published August 2000

[Fisher 87] Robert A. Fisher, �A Full Field of View Dome Visual Display for Tactical Combat
Training,� Image IV Conference Proceedings, June 1987

[Gedemer 98]  Linda A. Gedemer, �The Challenges of Creating Immersive Audio in Large Scale
Virtual Environments,� TiLE Proceedings, pp. 132-145, 1998

[Gernsheim 68]  Helmut & Allison Gernsheim, L. J. M. Daguerre: The History of the Diorama
and the Daguerreotype, Dover Publications, NY., USA., 1968

[Glenn 93]  William E. Glenn and G. J. Dixon, �Bright Future Projected for Lasers in Electronic
Cinemas,�  Laser Focus World, pp. 73-83, November 1993

[Greene 86]  Ned Greene and Paul Heckbert, �Creating Raster IMNIMAX Images From Multiple
Perspective Views Using the Elliptical Weighted Average Filter,� IEEE Computer Graphics and
Applications, Vol. 6, No. 6, pp. 21-27, June 1986

[Hagar 73]  Charles F. Hagar, �The History of the Planetarium,� The Planetarian, 3-part article,
Fall 1973, Winter 1973, Spring 1974

[Harris 94]  G. Harris, W. Shaw, M. Dean, M. Hendricks, M. Omidvar, H. Murray, and K. Baker,
�3-D for the Nineties - A Wide-Field Stereo IMAX® Camera,� SMPTE Journal, pp. 648-655,
October 1994

[Heckbert 86]  Paul Heckbert, �Making The Magic Egg: A Personal Account,� IEEE Computer
Graphics and Applications, June 1986

[Heilig 55]  Morton Leonard Heilig, �El Cine del Futuro: The Cinema of the Future,� Espacios
23-24, 1955, Reprinted in Presence, Vol. 1, No. 3, pp. 279-294, 1992

[Hettema 94]  Phil Hettema, �Theme Park Computer Graphics and Interactivity,� Computer
Graphics, Vol. 28, No. 2, pp. 140-141, May 1994



Immersive Theater Resources 4 SIGGRAPH 2001

[Hodges 93]  Larry F. Hodges, �Geometric Considerations for Stereoscopic Virtual
Environments,� Presence, Vol. 2, No. 1, pp. 34-43, 1993

[Hoffman 83]  William R. Hoffman and Earl A. Everett, �Planetarium Acoustics,� The
Planetarian, Vol. 12, No. 1, pp. 9-12, 1983

[Ing 92]  Shen Ing, �High Gain Screen Technology,� Image VI Conference Proceedings, pp. 41-
52, July 1992

[Jaulmes 81] Philippe Jaulmes, �L�ECRAN TOTAL pour un cinema spherique,� Cinema Futur
Paris Lherminier, 1981

[Johnson 91]  Gib Johnson, �Industry At A Crossroads,� The Big Frame, pp. 13-16, Spring 1991

[Johnson 83]  Arthur W. Johnson, Jr., �Recent Advances in 35-mm Hemispheric
Cinematography for the Planetarium,� The Planetarian, Vol. 12, No. 2, pp. 5-6, 1983

[Johnston 00] Scott Johnston, �Non-photorealistic rendering with Renderman,� Chapter 16 of
Advanced Renderman: Creating CGI for Motion Pictures, Anthony A. Apodaca and Larry Gritz,
ed., pp. 441-480, Morgan Kaufmann, 2000

[Kaiser 95]  Kaiser Electro-Optics, Inc. �Full Immersion Head Mounted Display,� Product
Information, Carlsbad, CA (1995)

[Kaplan 95]  Herbert Kaplan, �Virtual Reality Systems: Portable, Affordable,� Photonics
Spectra, pp. 44-45, April 1995

[Kelso 92]  R. Patteson Kelso, �Perspective Projection: Artificial and Natural,� Engineering
Design Graphics Journal,Vol. 56, No. 3,  pp. 27-35, 1992

[Kennedy 94]  Robert S. Kennedy, Julie M Drexler, and Kevin S. Berbaum, �Methodological and
Measurement Issues for Identification of Engineering Features Contributing to Virtual Reality
Sickness,�  Image VII Conference Proceedings, pp. 245-255, June 1994

[Kinder 69]  Floyd A. Kinder, �Visual Control Using Wide Angle Displays (VISCON),� SPIE
Proceedings, Photo-Optical Techniques in Simulators, Vol. 17, pp. 103-105, 1969

[Kirkpatrick 91]  Michael D. Kirkpatrick, �Projection Screens for High Definition Television,�
SPIE Proceedings, Vol. 1456, pp. 40-47, 1991

[Kraft 80]  Conrad L. Kraft, Charles D. Anderson, and Charles L. Elworth, Psychophysical
Criteria for Visual Simulation Systems, Williams AFB, Arizona, Final Report No. AFHRL-TR-
79-30, (1980)



Immersive Theater Resources 5 SIGGRAPH 2001

[Lacroix 92]  Michel Lacroix, �A HDTV Projector for Wide FOV Flight Simulators,� Image VI
Conference Proceedings, pp. 493-502, July 1992

[Lantz 93]  Ed Lantz, �Laser Display Technology and Applications� The Planetarian, Vol. 22,
no 3, pp. 8-10, 1993

[Lantz 94]  Ed Lantz, �Virtual Reality in Astronomy and Space Education� The Planetarian,
Vol. 23, no 1, pp. 16-17, 1994

[Lantz 96/1]  Ed Lantz, Panel Chair, "The Future of VR: Head Mounted Displays versus
Spatially Immersive Displays," Computer Graphics, SIGGRAPH 96 Conference Proceedings
Series, pp. 485-486, 1996

[Lantz 96/2]  Ed Lantz, "Spatially Immersive Displays for Group Information Visualization,"
Workshop on New Paradigms in Information Visualization and Manipulation (NPIV'96), in
conjunction with CIKM 96, pp. 37-40, October 1996.

[Lantz 97]  Ed Lantz, "Future Directions in Visual Display Systems," Computer Graphics, 31(2),
pp. 38-45, 1997

[Larson 94]  Mark Larsen and Fred Gruendell, �A Visual System Display for Full-Mission Flight
Simulator Training,� Image VII Conference Proceedings, pp. 11-20, June 1994

[Li 00] Kai Li, Han Chen, Yuqun Chen, Douglas W. Clark, Perry Cook, Stefanos Damianakis,
Georg Essl, Adam Finkelstein, Thomas Funkhouser, Timothy Housel, Allison Klein, Zhiyan Liu,
Emil Praun, Rudrajit Samanta, Ben Shedd, Jaswinder Pal Singh, George Tzanetakis, Jiannan
Zheng, �Building and Using A Scalable Display Wall System,� IEEE Computer Graphics &
Applications, Vol. 20, No. 4, July/August 2000

[Laurel 94]  Brenda Laurel, Rachel Strickland, and Rob Tow, �Placeholder: Landscape and
Narrative in Virtual Environments,� Computer Graphics, Vol. 28, No. 2, pp. 118-126, May 1994

[Lombard] Matthew Lombard & Theresa Ditton �At the Heart of the Matter: The Study of
Presence,�  http://www.ascusc.org/jcmc/vol3/issue2/lombard.html

[Lunetta 74]  Donald M. Lunetta, �Let�s Not Jilt the Tilt,� The Planetarian, 3/73 pp. 26-30, 1974

[Luxenberg 68]  H. R. Luxenberg and Rudolph L. Kuehn, Display Systems Engineering,
McGraw-Hill (1968)

[Mahling 92]  D. H. Mahling, Coordinate Systems and Map Projections, Second Edition,
Pergamon Press (1992)

[Mariani 90]  Max Mariani, �Considerations for a Systematic Approach to Specify and Test High
Gain Spherical Screens,� Image V Conference Proceedings, pp. 259-270, June 1990



Immersive Theater Resources 6 SIGGRAPH 2001

[Mayer 97]  Theo Mayer, �New Options and Considerations for Creating Enhanced Viewing
Experiences,� Computer Graphics, 31(2), pp. 32-34, 1997

[McCutchen 97]  David McCutchen, �A Dodecahedral Approach to Immersive Imaging and
Display,� Computer Graphics, 31(2), pp. 35-37, 1997

[McKenna 92]  Michael McKenna and David Zeltzer, �Three Dimensional Visual Display
Systems for Virtual Environments,� Presence, Vol. 1, No. 4, pp. 421-458, 1992

[Morie 94]  Jacquelyn Ford Morie, �Inspiring the Future: Merging Mass Communication, Art,
Entertainment and Virtual Environments, �  Computer Graphics, Vol. 28, No. 2, pp. 135-138,
May 1994

[Murphy 92]  Patrick Murphy and Bill Benner, �Computer Graphics for Scanned Laser
Displays,� SMPTE Technical Conference #134 Proceedings, Preprint 134-78, November 1992

[Murtagh 89]  Terrence Murtagh, �Digital Television Techniques and Interactive Video
Applications in the Planetarium,� The Planetarian, Vol. 18, No. 2, pp. 20-24, June 1989

[Naimark 91]  Michael Naimark, �Elements of Realspace Imaging: A Proposed Taxonomy,�
SPIE Proceedings, Stereoscopic Displays and Applications II, Vol. 1457, pp. 169-179, 1991

[Neafus 93]  Daniel Neafus, �The Integration of Video at Gates Planetarium or Macromind
Meets Minolta,� The Planetarian, Vol. 22, No. 3, pp. 12-15, September 1993

[Neafus 94]  Daniel Neafus, �Video All-Sky,� The Planetarian, Vol. 23, No. 1, pp. 40-43, March
1994

[Nelson 83-1]  Max Nelson, �Computer Graphics Distortion for IMAX and OMNIMAX
Projection,� Proceedings of NICOGRAPH �83, Nihon Keizai Shimbun, Inc., Tokyo, pp. 137-159,
1983

[Nelson 83-2]  Max Nelson, �SIGGRAPH 84 Call for OMNIMAX Films,� Computer Graphics,
Vol. 17, No. 1, pp. 73-76, January 1983

[Norton 74]  O. Richard Norton, �Dome Geometry: An Exercise in Compromise,�  The
Planetarian, Fall/Winter, pp. 124-128, 1974

[Oetterman 80] Stephan Oetterman, Das Panorama: Die Gesichte eines Massenmediums,
Frankfurt/M, Syndikat, 1980, translated version The Panorama: History of a Mass Medium,
Deborah Lucas Schneider, trans., Zone Books, 1997
http://www.humnet.ucla.edu/Icono/rapotter/panoram.htm



Immersive Theater Resources 7 SIGGRAPH 2001

 [Peterson 98] Mark B. Peterson, ed., 2000 White Oak Inventory of Large Format Theaters,
White Oak Associates, Inc.,  PO Box 1164, Marblehead, MA 01945, www.WhiteOakAssoc.com

[Quick 90]  John R. Quick, �System Requirements for a High Gain Dome Display Surface,�
SPIE Proceedings, Vol. 1289, pp. 183-191, 1990

[Reed 94]  George Reed, �Who in the Hell Needs a Planetarium?,� The Planetarian, Vol. 23, No.
1,  pp.18-20, March 1994

[Reno 89]  Capt. Brian A. Reno, �Full Field of View Dome Display System,� Proceedings of
AIAA/FSTC, pp. 390-394, 1989

[Richards 82]  Whitman Richards and Key Dismukes, ed., Vision Research for Flight Simulators,
Williams AFB, Arizona, Final Report No. AFHRL-TR-82-6, (1982)

[Rider 94]  Stephen L. Rider and Thomas W. Kraupe, �Munich�s New Planetarium,� The
Planetarian, Vol. 23, No. 3, pp. 5-7, September 1994

[Robinett 92-1]  Warren Robinett and Jannick P. Rolland, �A Computational Model for the
Stereoscopic Optics of a Head-Mounted Display,� Presence, Vol. 1, No. 1, pp. 45-62, 1992

[Robinett 92-2]  Warren Robinet, �Synthetic Experience: A Proposed Taxonomy,� Presence,
Vol. 1, No. 2, pp. 229-247, 1992

[Robinett 94]  Warren Robinett, �Interactivity and Individual Viewpoint in Shared Virtual
Worlds: The Big Screen vs. Networked Personal Displays,�  Computer Graphics, Vol. 28, No. 2,
pp. 127-134, May 1994

[Rolfe 86]  J. M. Rolfe and K. J. Staples, ed., Flight Simulation, Cambridge University Press,
New York, (1986)

[Schilling 94]  Govert Schilling and Mark Spoelstra, �DigiDome: Visual Wizardry for
Planetariums,� The Planetarian, Vol. 23, No. 3, pp. 13-14, September 1994

[Schlanger 66] Ben Schlanger, �Criteria for Motion-Picture Viewing and for a New 70mm
System: Its Process and Viewing Arrangements,� SMPTE Journal, March 1966.

[Scott 99]  Kevin Scott and Richard McColman, �Report of the IPS Technical Committee: Full-
Dome Video Systems,� The Planetarian, Vol. 28, No. 1,  pp. 25-33, March 1999

[Shaw 83] William C. Shaw and J. Douglas Creighton, �Imax  and Omnimax  Theatre
Design,� SMPTE Journal, March 1983.

[Shaw 98]  Jon Shaw and Ed Lantz, �Dome Theaters: Spheres of Influence,� TiLE Proceedings,
pp. 59-65, 1998



Immersive Theater Resources 8 SIGGRAPH 2001

[Shedd 00]  Ben Shedd, �Designing Effective Giant Screen Films,� GSTA 1999 Conference
Proceedings, pp. 52-59, Emlyn Koster, ed., published August 2000
http://members.aol.com/sheddprod2/papers.html#Designing

[Shedd 94] Ben Shedd, �Exploding The Frame,� Society of Motion Picture and Television
Engineers [SMPTE] 135th Conference Paper 1994
http://www.cs.princeton.edu/~benshedd/ExplodingtheFrame.htm

[Shedd 97] Ben Shedd, �Designing for the Dome,�
http://members.aol.com/sheddprod2/papers.html#the%20Dome

[Sheridan 92]  Thomas B. Sheridan and Thomas A. Furness III, ed., Spotlight on Simulator
Sickness, Presence, Vol. 1, No. 3, 1992

[Skolnick 94]  Leonard P. Skolnick and John W. Callahan, �Luminance Calculation on a
Spherical Projection Surface with Varying Screen Gain Characteristics,� Image VII Conference
Proceedings, pp. 23-32, June 1994

[Skolnick 95]  Leonard P. Skolnick and Peter Bolsaitis, Brightness and Contrast Consideration
in Projection on Large Format Curved Surfaces, 3D Structures, Inc., Avondale, PA, 1995

[Smith 94]  Murray Smith, �Altered States: Character and Emotional Response in the Cinema,�
Cinema Journal, Vol. 33, No. 4, pp. 34-57, 1994

[Smith 97]  W.G. Smith, "A Virtual Reality Scene Generator Through Open Commercial
Standards", Proceedings from the Simulation Interoperability Workshop, Orlando, Florida,
March, 1997

[Stelmach 91]  Lew B. Stelmach and Paul J. Hearty, �Requirements for Static and Dynamic
Spatial Resolution in Advanced Television Systems: A Psychophysical Evaluation,� SMPTE
Journal, pp. 5- 9, January 1991

[Szeliski 97]  Richard Szeliski and Heung-Yeung Shum, �Creating Full View Panoramic Image
Mosaics and Environment Maps,� Computer Graphics Proceedings, SIGGRAPH 97, pp. 251-
258, 1997

[Talin 94]  Talin, �Real Interactivity in Interactive Entertainment,� Computer Graphics, Vol. 28,
No. 2,  pp.97-99, May 1994

[Thomas  91]  Melvin L. Thomas, Gale Reining, and George Kelly, �The Display for Advanced
Research and Training: An �Inexpensive� Answer to Tactical Simulation,� SPIE Proceedings,
Vol. 1456, pp. 65-75, 1991

[Thorpe 91]  Laurence J. Thorpe, �HDTV and Film - Issues of Video Signal Dynamic Range,�
SMPTE Journal, pp. 780-795, October 1991



Immersive Theater Resources 9 SIGGRAPH 2001

[Traill 97]  D.M. Traill, J.M. Bowskill and P.J. Lawrence, �Interactive Collaborative Media
Environments,� BT Technology Journal, Vol. 14, No. 4, October 1997

[Tsou 87]  Brian Tsou, �Dynamic Distortion Correction for Dome Display,� Image IV
Conference Proceedings, June 1987

[Villard 83]  Ray Villard and Dan Zirpoli, �The Six-Frame All-Sky System,� The Planetarian,
Vol. 12, No. 2, pp. 7-9, 1983

[Wottge 98] Simon Wottge, What is the role of creative experimentation within Virtual
Reality?,� Dissertation, http://media.urova.fi/~swottge/dissertation.html

[Wujec 94]  Tom Wujec, �Computer Generated All-Skies,� The Planetarian, Vol. 23, No. 2,
June 1994

[Yamashita 94]  Allen Yamashita, �Theaters of Illusion: The Continuing Evolution of
Entertainment Simulation,�  Computer Graphics, Vol. 28, No. 2,  pp.142-144,  May 1994

[Zeltzer 92]  David Zeltzer, �Autonomy, Interaction, and Presence,� Presence, Vo. 1, No. 1, pp.
127-132, 1992



Immersive Theater Resources 10 SIGGRAPH 2001

BIBLIOGRAPHY BY TOPIC

AUDIO SYSTEMS

[Gedemer 98]  Linda A. Gedemer, �The Challenges of Creating Immersive Audio in Large Scale
Virtual Environments,� TiLE Proceedings, pp. 132-145, 1998

DOME DISPLAYS

[Arthur 92]  Kevin Arthur, Kamal Hassan, and Hugh Murray, �Modelling Brightness, Contrast
and 3D Coincidence in Dome Screen Theaters,� 134th SMPTE Technical Conference
Proceedings, pp. 1-14, November 1992

[Clodfelter 96]  Robert M. Clodfelter, �Predicting Display System Performance,� Proceedings
1996 Image Conference, June 1996

[Heilig 55]  Morton Leonard Heilig, �El Cine del Futuro: The Cinema of the Future,� Espacios
23-24, 1955, Reprinted in Presence, Vol. 1, No. 3, pp. 279-294, 1992

[Ing 92]  Shen Ing, �High Gain Screen Technology,� Image VI Conference Proceedings, pp. 41-
52, July 1992

[Kirkpatrick 91]  Michael D. Kirkpatrick, �Projection Screens for High Definition Television,�
SPIE Proceedings, Vol. 1456, pp. 40-47, 1991

[Lantz 96/2]  Ed Lantz, "Spatially Immersive Displays for Group Information Visualization,"
Workshop on New Paradigms in Information Visualization and Manipulation (NPIV'96), in
conjunction with CIKM 96, pp. 37-40, October 1996.

[Lantz 97]  Ed Lantz, "Future Directions in Visual Display Systems," Computer Graphics, 31(2),
pp. 38-45, 1997

[Luxenberg 68]  H. R. Luxenberg and Rudolph L. Kuehn, Display Systems Engineering,
McGraw-Hill (1968)

[Mariani 90]  Max Mariani, �Considerations for a Systematic Approach to Specify and Test High
Gain Spherical Screens,� Image V Conference Proceedings, pp. 259-270, June 1990

[McKenna 92]  Michael McKenna and David Zeltzer, �Three Dimensional Visual Display
Systems for Virtual Environments,� Presence, Vol. 1, No. 4, pp. 421-458, 1992

[Shaw 83] William C. Shaw and J. Douglas Creighton, �Imax  and Omnimax  Theatre
Design,� SMPTE Journal, March 1983



Immersive Theater Resources 11 SIGGRAPH 2001

[Shaw 98]  Jon Shaw & Ed Lantz, �Dome Theaters: Spheres of Influence,� TiLE Proceedings,
pp. 59-65, 1998

[Skolnick 94]  Leonard P. Skolnick and John W. Callahan, �Luminance Calculation on a
Spherical Projection Surface with Varying Screen Gain Characteristics,� Image VII Conference
Proceedings, pp. 23-32, June 1994

EDGE BLENDING VIDEO

[Mayer 97]  Theo Mayer, �New Options and Considerations for Creating Enhanced Viewing
Experiences,� Computer Graphics, 31(2), pp. 32-34, 1997

ENTERTAINMENT SIMULATORS

[Edlund 94]  Richard Edlund, �Digital Illusions for Theme Park Visualization,� Computer
Graphics, Vol. 28, No. 2, pp. 147-148, May 1994

[Heilig 55]  Morton Leonard Heilig, �El Cine del Futuro: The Cinema of the Future,� Espacios
23-24, 1955, Reprinted in Presence, Vol. 1, No. 3, pp. 279-294, 1992

[Hettema 94]  Phil Hettema, �Theme Park Computer Graphics and Interactivity,� Computer
Graphics, Vol. 28, No. 2, pp. 140-141, May 1994

[Peterson 98] Mark B. Peterson, ed., 2000 White Oak Inventory of Large Format Theaters, White
Oak Associates, Inc.,  PO Box 1164, Marblehead, MA 01945, www.WhiteOakAssoc.com

[Talin 94]  Talin, �Real Interactivity in Interactive Entertainment,� Computer Graphics, Vol. 28,
No. 2,  pp.97-99, May 1994

[Yamashita 94]  Allen Yamashita, �Theaters of Illusion: The Continuing Evolution of
Entertainment Simulation,� Computer Graphics, Vol. 28, No. 2,  pp.142-144,  May 1994

FILM AND HISTORY OF IMMERSIVE MEDIA

[Arnheim 88]  Rudolf Arnheim �The Power of the Center,� University of California Press,
Berkeley, CA 1988

[Arthur 92]  Kevin Arthur, Kamal Hassan, and Hugh Murray, �Modelling Brightness, Contrast
and 3D Coincidence in Dome Screen Theaters,� 134th SMPTE Technical Conference
Proceedings, pp. 1-14, November 1992



Immersive Theater Resources 12 SIGGRAPH 2001

[Bruno 86]  Mike Bruno and Bob Burnston, �Panoramic Photography for the Planetarium� The
Planetarian, Vol. 15, No. 2, pp. 4-7, 1986

[Buchroeder 82]  R. A. Buchroeder, �The Tuscon 35-mm Fisheye Projection Lens,� SMPTE
Journal, Vol. 91, No. 2, pp. 176-179, February 1982

[Chisholm 85]  Brad Chisholm, �Widescreen Technologies,� The Velvet Light Trap, Vol. 21, pp.
67-74, 1985

[Clarke 73] Charles G. Clarke ASC and Walter Strenge ASC, Editors, �American
Cinematographer Manual,� American Society of Cinematographers, Hollywood, CA 4thEd. c.
1973

[Flagg 00]  Barbara N. Flagg, �Lessons Learned from Viewers of Giant Screen Films,� GSTA
1999 Conference Proceedings, pp. 36-40, Emlyn Koster, ed., published August 2000

[Gernsheim 68]  Helmut & Allison Gernsheim, L. J. M. Daguerre: The History of the Diorama
and the Daguerreotype, Dover Publications, NY., USA., 1968

[Greene 86]  Ned Greene and Paul Heckbert, �Creating Raster OMNIMAX Images From
Multiple Perspective Views Using the Elliptical Weighted Average Filter,� IEEE Computer
Graphics and Applications, Vol. 6, No. 6, pp. 21-27, June 1986

[Harris 94]  G. Harris, W. Shaw, M. Dean, M. Hendricks, M. Omidvar, H. Murray, and K. Baker,
�3-D for the Nineties - A Wide-Field Stereo IMAX® Camera,� SMPTE Journal, pp. 648-655,
October 1994

[Heckbert 86]  Paul Heckbert, �Making The Magic Egg: A Personal Account,� IEEE Computer
Graphics and Applications, Vol. 6, No. 6, June 1986

[Heilig 55]  Morton Leonard Heilig, �El Cine del Futuro: The Cinema of the Future,� Espacios
23-24, 1955, Reprinted in Presence, Vol. 1, No. 3, pp. 279-294, 1992

[Jaulmes 81] Philippe Jaulmes, �L�ECRAN TOTAL pour un cinema spherique,� Cinema Futur
Paris Lherminier, 1981

[Johnson 91]  Gib Johnson, �Industry At A Crossroads,� The Big Frame, pp. 13-16, Spring 1991

[Johnson 83]  Arthur W. Johnson, Jr., �Recent Advances in 35-mm Hemispheric
Cinematography for the Planetarium,� The Planetarian, Vol. 12, No. 2, pp. 5-6, 1983

[Nelson 83-1]  Max Nelson, �Computer Graphics Distortion for IMAX and OMNIMAX
Projection,� Proceedings of NICOGRAPH �83, Nihon Keizai Shimbun, Inc., Tokyo, pp. 137-159,
1983



Immersive Theater Resources 13 SIGGRAPH 2001

[Nelson 83-2]  Max Nelson, �SIGGRAPH 84 Call for OMNIMAX Films,� Computer Graphics,
Vol. 17, No. 1, pp. 73-76, January 1983

[Oetterman 80] Stephan Oetterman, Das Panorama: Die Gesichte eines Massenmediums,
Frankfurt/M, Syndikat, 1980, translated version The Panorama: History of a Mass Medium,
Deborah Lucas Schneider, trans., Zone Books, 1997
http://www.humnet.ucla.edu/Icono/rapotter/panoram.htm

[Peterson 98] Mark B. Peterson, ed., 2000 White Oak Inventory of Large Format Theaters, White
Oak Associates, Inc.,  PO Box 1164, Marblehead, MA 01945, www.WhiteOakAssoc.com

[Schlanger 66] Ben Schlanger, �Criteria for Motion-Picture Viewing and for a New 70mm
System: Its Process and Viewing Arrangements,� SMPTE Journal, March 1966

[Shedd 00]  Ben Shedd, �Designing Effective Giant Screen Films,� GSTA 1999 Conference
Proceedings, pp. 52-59, Emlyn Koster, ed., published August 2000

[Shedd 97] Ben Shedd, �Designing for the Dome,�
http://members.aol.com/sheddprod2/papers.html#the%20Dome

[Thorpe 91]  Laurence J. Thorpe, �HDTV and Film - Issues of Video Signal Dynamic Range,�
SMPTE Journal, pp. 780-795, October 1991

[Danilov 88]  Victor J. Danilov, �Imax/Omnimax: Fad or Trend?,� The Planetarian, Vol. 17, No.
1, pp. 17-23, March 1988

IMMERSIVE VIDEO IMAGING

[McCutchen 97]  David McCutchen, �A Dodecahedral Approach to Immersive Imaging and
Display,� Computer Graphics, 31(2), pp. 35-37, 1997

INTERACTIVITY

[Chiwy 00]  Phillippe Chiwy, �VR in Immersive and Interactive Theatres: The Bridge between
Movie and Video-Game Experiences,� TiLE 2000 Proceedings, pp. 145-148, 2000

[Hettema 94]  Phil Hettema, �Theme Park Computer Graphics and Interactivity,� Computer
Graphics, Vol. 28, No. 2, pp. 140-141, May 1994

[Murtagh 89]  Terrence Murtagh, �Digital Television Techniques and Interactive Video
Applications in the Planetarium,� The Planetarian, Vol. 18, No. 2, pp. 20-24, June 1989



Immersive Theater Resources 14 SIGGRAPH 2001

[Robinett 94]  Warren Robinett, �Interactivity and Individual Viewpoint in Shared Virtual
Worlds: The Big Screen vs. Networked Personal Displays,�  Computer Graphics, Vol. 28, No. 2,
pp. 127-134, May 1994

[Traill 97]  D.M. Traill, J.M. Bowskill and P.J. Lawrence, �Interactive Collaborative Media
Environments,� BT Technology Journal, Vol. 14, No. 4, October 1997

[Talin 94]  Talin, �Real Interactivity in Interactive Entertainment,� Computer Graphics, Vol. 28,
No. 2,  pp.97-99, May 1994

LASER DISPLAYS

[Glenn 93]  William E. Glenn and G. J. Dixon, �Bright Future Projected for Lasers in Electronic
Cinemas,�  Laser Focus World, pp. 73-83, November 1993

[Lantz 93]  Ed Lantz, �Laser Display Technology and Applications� The Planetarian, Vol. 22,
no 3, pp. 8-10, 1993

[Murphy 92]  Patrick Murphy and Bill Benner, �Computer Graphics for Scanned Laser
Displays,� SMPTE Technical Conference #134 Proceedings, Preprint 134-78, November 1992

PLANETARIA: HISTORY AND USE

[Abbatantuono 94]  Brent Abbatantuono, Armand N. Spitz and His Model A Planetaria, Masters
Thesis, University of Florida, August 1994 (www.griffithobs.org/IPSArmand.html)

[Albin 94]  Edward F. Albin, �Planetarium Special Effects: A Classification of Projection
Apparatus,� The Planetarian, Vol. 23, No. 1, pp. 12-14, 1994

[Bishop 81]  Jeanne E. Bishop, �Perception and Planetarium Programming,� The Planetarian,
Vol. 10, No. 4, pp. 26-27&19, 1981

[Bishop 92]  Jeanne E. Bishop, �Planetarium Methods Based On The Research of Jean Piaget,�
IPS Proceedings 92, pp. 21-27, 1992

[Brill 84]  Louis M. Brill, �Planetarium Lightshows: Past, Present and Future,� The Planetarian,
Vol. 13, No. 1, pp. 4-7, 1984

[Brunello 92]  Entertainment and Education: Are They Compatible?,� The Planetarian, Vol. 21,
No. 1, pp. 10-14, 1992

[Gronauer  79]  Charles F. Gronauer, �A Study of Distortion Resulting from Viewing Angles in
the Planetarium Theater,� The Planetarian, Vol. 8, No. 4, pp. 17-18, 1979



Immersive Theater Resources 15 SIGGRAPH 2001

[Hagar 73]  Charles F. Hagar, �The History of the Planetarium,� The Planetarian, 3-part article,
Fall 1973, Winter 1973, Spring 1974

[Hoffman 83]  William R. Hoffman and Earl A. Everett, �Planetarium Acoustics,� The
Planetarian, Vol. 12, No. 1, pp. 9-12, 1983

[Johnson 83]  Arthur W. Johnson, Jr., �Recent Advances in 35-mm Hemispheric
Cinematography for the Planetarium,� The Planetarian, Vol. 12, No. 2, pp. 5-6, 1983

[Li 00] Kai Li, Han Chen, Yuqun Chen, Douglas W. Clark, Perry Cook, Stefanos Damianakis,
Georg Essl, Adam Finkelstein, Thomas Funkhouser, Timothy Housel, Allison Klein, Zhiyan Liu,
Emil Praun, Rudrajit Samanta, Ben Shedd, Jaswinder Pal Singh, George Tzanetakis, Jiannan
Zheng, �Building and Using A Scalable Display Wall System,� IEEE Computer Graphics &
Applications, Vol. 20, No. 4, July/August 2000

[Reed 94]  George Reed, �Who in the Hell Needs a Planetarium?,� The Planetarian, Vol. 23, No.
1, pp.18-20, March 1994

[Shedd] Ben Shedd, �Designing for the Dome,�
http://members.aol.com/sheddprod2/papers.html#the%20Dome

[Villard 83]  Ray Villard and Dan Zirpoli, �The Six-Frame All-Sky System,� The Planetarian,
Vol. 12, No. 2, pp. 7-9, 1983

PLANETARIA: VIDEO AND COMPUTER GRAPHICS

[Conley 93]  Dave Conley and Garry Musgrave, �Big Video is in the Stars,� The Planetarian,
Vol. 22, No. 4, pp. 5-8,20, December 1993

[Murtagh 89]  Terrence Murtagh, �Digital Television Techniques and Interactive Video
Applications in the Planetarium,� The Planetarian, Vol. 18, No. 2, pp. 20-24, June 1989

[Neafus 93]  Daniel Neafus, �The Integration of Video at Gates Planetarium or Macromind
Meets Minolta,� The Planetarian, Vol. 22, No. 3, pp. 12-15, September 1993

[Neafus 94]  Daniel Neafus, �Video All-Sky,� The Planetarian, Vol. 23, No. 1, pp. 40-43, March
1994

[Rider 94]  Stephen L. Rider and Thomas W. Kraupe, �Munich�s New Planetarium,� The
Planetarian, Vol. 23, No. 3, pp. 5-7, September 1994

[Schilling 94]  Govert Schilling and Mark Spoelstra, �DigiDome: Visual Wizardy for
Planetariums,� The Planetarian, Vol. 23, No. 3,  pp. 13-14, September 1994



Immersive Theater Resources 16 SIGGRAPH 2001

[Scott 99]  Kevin Scott and Richard McColman, �Report of the IPS Technical Committee: Full-
Dome Video Systems,� The Planetarian, Vol. 28, No. 1,  pp. 25-33, March 1999

[Wujec 94]  Tom Wujec, �Computer Generated All-Skies,� The Planetarian, Vol. 23, No. 2, pp.
49-51, June 1994

PSYCHOPHYSICS AND COGNITIVE SCIENCE

[Allen 93]  Richard Allen, �Representation, Illusion, and the Cinema,� Cinema Journal, Vol. 32,
No. 2, pp. 21-49, 1993

[Barbour 91]  Christopher G Barbour and Gary W. Meyer, �Visual Cues and Pictorial
Limitations in Photorealistic Images,� Understanding Visual Perception and its Impact in
Computer Graphics, SIGGRAPH 91 Course Notes C9, pp. IV-1 to IV-36, August 1991

[Barfield 90]  Woodrow Barfield, Craig Rosenberg and Conrad Kraft,� Relationship between
Scene Complexity and Perceptual Performance for Computer Graphics Simulations,� Displays,
pp. 179-185, October 1990

[Bishop 81]  Jeanne E. Bishop, �Perception and Planetarium Programming,� The Planetarian,
Vol. 10, No. 4, pp. 26-27&19, 1981

[Kennedy 94]  Robert S. Kennedy, Julie M Drexler, and Kevin S. Berbaum, �Methodological and
Measurement Issues for Identification of Engineering Features Contributing to Virtual Reality
Sickness,�  Image VII Conference Proceedings, pp. 245-255, June 1994

[Kraft 80]  Conrad L. Kraft, Charles D. Anderson, and Charles L. Elworth, Psychophysical
Criteria for Visual Simulation Systems, Williams AFB, Arizona, Final Report No. AFHRL-TR-
79-30, (1980)

[Lappe 99]  M. Lappe, F. Bremmer & A. V. van den Berg, �Perception of self-motion from
visual flow,� Trends in Cognitive Sciences, Vol. 3, pp. 328-336, 1999

[Lombard] Matthew Lombard & Theresa Ditton �At the Heart of the Matter: The Study of
Presence,�  http://www.ascusc.org/jcmc/vol3/issue2/lombard.html

[Murray 94]  John Murray, �Some Perspectives on Visual Depth Perception,� Computer
Graphics, Vol. 28, No. 2, pp. 155-157, May 1994

[Naimark 91]  Michael Naimark, �Elements of Realspace Imaging: A Proposed Taxonomy,�
SPIE Proceedings, Stereoscopic Displays and Applications II, Vol. 1457, pp. 169-179, 1991



Immersive Theater Resources 17 SIGGRAPH 2001

[del Pobil 93]  Angel P. del Pobil, Maria Teresa Escrig, and Jose Alberto Jaen, �An Attempt
Towards a General Representation Paradigm for Spatial Reasoning,� IEEE Proceedings,
International Conference on Systems, Man, and Cybernetics, vil. 1, pp. 215-220, October 1993

[Richards 82]  Whitman Richards and Key Dismukes, ed., Vision Research for Flight Simulators,
Williams AFB, Arizona, Final Report No. AFHRL-TR-82-6, (1982)

[Sheridan 92]  Thomas B. Sheridan and Thomas A. Furness III, ed., Spotlight on Simulator
Sickness, Presence, Vol. 1, No. 3, 1992

[Stelmach 91]  Lew B. Stelmach and Paul J. Hearty, �Requirements for Static and Dynamic
Spatial Resolution in Advanced Television Systems: A Psychophysical Evaluation,� SMPTE
Journal, pp. 5- 9, January 1991

SPHERICAL RENDERING AND MAPPING

[Fetter 84]  W. Fetter and C. Wittenberg, �A Progression of Wide-Angle Display Developments
by Computer Graphics,� Displays, Vol. 5, No. 2, pp. 65-83, 1894

[Greene 86]  Ned Greene and Paul Heckbert, �Creating Raster OMNIMAX Images From
Multiple Perspective Views Using the Elliptical Weighted Average Filter,� IEEE Computer
Graphics and Applications, Vol. 6, No. 6, pp. 21-27, June 1986

[Johnston 00] Scott Johnston, �Non-photorealistic rendering with Renderman,� Chapter 16 of
Advanced Renderman: Creating CGI for Motion Pictures, Anthony A. Apodaca and Larry Gritz,
ed., pp. 441-480, Morgan Kaufmann, 2000

[Kelso 92]  R. Patteson Kelso, �Perspective Projection: Artificial and Natural,� Engineering
Design Graphics Journal,Vol. 56, No. 3,  pp. 27-35, 1992

[Mahling 92]  D. H. Mahling, Coordinate Systems and Map Projections, Second Edition,
Pergamon Press (1992)

[Nelson 83-1]  Max Nelson, �Computer Graphics Distortion for IMAX and OMNIMAX
Projection,� Proceedings of NICOGRAPH �83, Nihon Keizai Shimbun, Inc., Tokyo, pp. 137-159,
1983

[Schilling 94]  Govert Schilling and Mark Spoelstra, �DigiDome: Visual Wizardry for
Planetariums,� The Planetarian, Vol. 23, No. 3, pp. 13-14, September 1994

[Szeliski 97]  Richard Szeliski and Heung-Yeung Shum, �Creating Full View Panoramic Image
Mosaics and Environment Maps,� Computer Graphics Proceedings, SIGGRAPH 97, pp. 251-
258, 1997



Immersive Theater Resources 18 SIGGRAPH 2001

[Tsou 87]  Brian Tsou, �Dynamic Distortion Correction for Dome Display,� Image IV
Conference Proceedings, June 1987

STEREOSCOPIC DISPLAYS

[Arthur 92]  Kevin Arthur, Kamal Hassan, and Hugh Murray, �Modelling Brightness, Contrast
and 3D Coincidence in Dome Screen Theaters,� 134th SMPTE Technical Conference
Proceedings, pp. 1-14, November 1992

[Cruz-Neira 93]  Carolina Cruz-Neira, Daniel J. Sandin, and Thomas A. DeFanti, �Surround-
Screen Projection-Based Virtual Reality: The Design and Implementation of the CAVE,�
Computer Graphics, Annual Conference Proceedings Series, 1993

[Hodges 93]  Larry F. Hodges, �Geometric Considerations for Stereoscopic Virtual
Environments,� Presence, Vol. 2, No. 1, pp. 34-43, 1993

[Kaiser 95]  Kaiser Electro-Optics, Inc. �Full Immersion Head Mounted Display,� Product
Information, Carlsbad, CA (1995)

[McKenna 92]  Michael McKenna and David Zeltzer, �Three Dimensional Visual Display
Systems for Virtual Environments,� Presence, Vol. 1, No. 4, pp. 421-458, 1992

[Robinett 92-1]  Warren Robinett and Jannick P. Rolland, �A Computational Model for the
Stereoscopic Optics of a Head-Mounted Display,� Presence, Vol. 1, No. 1, pp. 45-62, 1992

STORYTELLING AND PRODUCTION

[Bates 92]  Joseph Bates, �Virtual Reality, Art, and Entertainment,� Presence, Vol. 1, No. 1, pp.
133-138, 1992

[Casey 73] George Casey, �The Production of Voyage to the Outer Planets,� American
Cinematographer magazine.  August 1973

[Ferguson 77]  �The Filming of �Ocean� in Omnimax: Interview with Graeme Ferguson and
William Shaw,� American Cinematographer, October 1977

[Laurel 94]  Brenda Laurel, Rachel Strickland, and Rob Tow, �Placeholder: Landscape and
Narrative in Virtual Environments,� Computer Graphics, Vol. 28, No. 2, pp. 118-126, May 1994

[Morie 94]  Jacquelyn Ford Morie, �Inspiring the Future: Merging Mass Communication, Art,
Entertainment and Virtual Environments, � Computer Graphics, Vol. 28, No. 2, pp. 135-138,
May 1994



Immersive Theater Resources 19 SIGGRAPH 2001

[Shedd 97/2] Ben Shedd, �Exploding The Frame,� [Shedd 94] Ben Shedd, �Exploding The
Frame,� Society of Motion Picture and Television Engineers [SMPTE] 135th Conference Paper
1994 http://www.cs.princeton.edu/~benshedd/ExplodingtheFrame.htm

[Smith 94]  Murray Smith, �Altered States: Character and Emotional Response in the Cinema,�
Cinema Journal, Vol. 33, No. 4, pp. 34-57, 1994

TRAINING SIMULATORS

[Brown 92]  Harold K. Brown, J. G. Madry, R. H. Cofer, and S. P. Kozaitis, �Supercomputer
Based Spherical Scene Projector,�  Characterization, Propagation, and Simulation of Sources
and Backgrounds II,  SPIE Proceedings, Vol. 1687, pp. 41-48, 1992

[Davis 93]  James L. Davis, �Visual Systems: Generating a New Reality,� Aerospace America,
pp. 26-29, August 1993

[Fetter 84]  W. Fetter and C. Wittenberg, �A Progression of Wide-Angle Display Developments
by Computer Graphics,� Displays, Vol. 5, No. 2, pp. 65-83, 1894

[Fisher 87] Robert A. Fisher, �A Full Field of View Dome Visual Display for Tactical Combat
Training,� Image IV Conference Proceedings, June 1987

[Ing 92]  Shen Ing, �High Gain Screen Technology,� Image VI Conference Proceedings, pp. 41-
52, July 1992

[Kennedy 94]  Robert S. Kennedy, Julie M Drexler, and Kevin S. Berbaum, �Methodological and
Measurement Issues for Identification of Engineering Features Contributing to Virtual Reality
Sickness,�  Image VII Conference Proceedings, pp. 245-255, June 1994

[Kinder 69]  Floyd A. Kinder, �Visual Control Using Wide Angle Displays (VISCON),� SPIE
Proceedings, Photo-Optical Techniques in Simulators, Vol. 17, pp. 103-105, 1969

[Kraft 80]  Conrad L. Kraft, Charles D. Anderson, and Charles L. Elworth, Psychophysical
Criteria for Visual Simulation Systems, Williams AFB, Arizona, Final Report No. AFHRL-TR-
79-30, (1980)

[Larson 94]  Mark Larsen and Fred Gruendell, �A Visual System Display for Full-Mission Flight
Simulator Training,� Image VII Conference Proceedings, pp. 11-20, June 1994

[Mariani 90]  Max Mariani, �Considerations for a Systematic Approach to Specify and Test High
Gain Spherical Screens,� Image V Conference Proceedings, pp. 259-270, June 1990

[Quick 90]  John R. Quick, �System Requirements for a High Gain Dome Display Surface,�
SPIE Proceedings, Vol. 1289, pp. 183-191, 1990



Immersive Theater Resources 20 SIGGRAPH 2001

[Reno 89]  Capt. Brian A. Reno, �Full Field of View Dome Display System,� Proceedings of
AIAA/FSTC, pp. 390-394, 1989

[Richards 82]  Whitman Richards and Key Dismukes, ed., Vision Research for Flight Simulators,
Williams AFB, Arizona, Final Report No. AFHRL-TR-82-6, (1982)

[Rolfe 86]  J. M. Rolfe and K. J. Staples, ed., Flight Simulation, Cambridge University Press,
New York, (1986)

[Smith 97]  W.G. Smith, "A Virtual Reality Scene Generator Through Open Commercial
Standards", Proceedings from the Simulation Interoperability Workshop, Orlando, Florida,
March, 1997

[Thomas  91]  Melvin L. Thomas, Gale Reining, and George Kelly, �The Display for Advanced
Research and Training: An �Inexpensive� Answer to Tactical Simulation,� SPIE Proceedings,
Vol. 1456, pp. 65-75, 1991

[Tsou 87]  Brian Tsou, �Dynamic Distortion Correction for Dome Display,� Image IV
Conference Proceedings, June 1987

VIRTUAL REALITY

[Bates 92]  Joseph Bates, �Virtual Reality, Art, and Entertainment,� Presence, Vol. 1, No. 1, pp.
133-138, 1992

[Chiwy 00]  Phillippe Chiwy, �VR in Immersive and Interactive Theatres: The Bridge between
Movie and Video-Game Experiences,� TiLE 2000 Proceedings, pp. 145-148, 2000

[Cruz-Neira 93]  Carolina Cruz-Neira, Daniel J. Sandin, and Thomas A. DeFanti, �Surround-
Screen Projection-Based Virtual Reality: The Design and Implementation of the CAVE,�
Computer Graphics, Annual Conference Proceedings Series, 1993

[Kaplan 95]  Herbert Kaplan, �Virtual Reality Systems: Portable, Affordable,� Photonics
Spectra, pp. 44-45, April 1995

[Hodges 93]  Larry F. Hodges, �Geometric Considerations for Stereoscopic Virtual
Environments,� Presence, Vol. 2, No. 1, pp. 34-43, 1993

[Lantz 94]  Ed Lantz, �Virtual Reality in Astronomy and Space Education� The Planetarian,
Vol. 23, no 1, pp. 16-17, 1994



Immersive Theater Resources 21 SIGGRAPH 2001

[Lantz 96/1]  Ed Lantz, Panel Chair, "The Future of VR: Head Mounted Displays versus
Spatially Immersive Displays," Computer Graphics, SIGGRAPH 96 Conference Proceedings
Series, pp. 485-486, 1996

[Laurel 94]  Brenda Laurel, Rachel Strickland, and Rob Tow, �Placeholder: Landscape and
Narrative in Virtual Environments,� Computer Graphics, Vol. 28, No. 2, pp. 118-126, May 1994

[McKenna 92]  Michael McKenna and David Zeltzer, �Three Dimensional Visual Display
Systems for Virtual Environments,� Presence, Vol. 1, No. 4, pp. 421-458, 1992

[Morie 94]  Jacquelyn Ford Morie, �Inspiring the Future: Merging Mass Communication, Art,
Entertainment and Virtual Environments, �  Computer Graphics, Vol. 28, No. 2, pp. 135-138,
May 1994

[Robinett 92-2]  Warren Robinet, �Synthetic Experience: A Proposed Taxonomy,� Presence,
Vol. 1, No. 2, pp. 229-247, 1992

[Robinett 94]  Warren Robinett, �Interactivity and Individual Viewpoint in Shared Virtual
Worlds: The Big Screen vs. Networked Personal Displays,�  Computer Graphics, Vol. 28, No. 2,
pp. 127-134, May 1994

[Wottge 98] Simon Wottge, What is the role of creative experimentation within Virtual
Reality?,� Dissertation, http://media.urova.fi/~swottge/dissertation.html

[Zeltzer 92]  David Zeltzer, �Autonomy, Interaction, and Presence,� Presence, Vo. 1, No. 1, pp.
127-132, 1992



Immersive Theater Resources 22 SIGGRAPH 2001

OBTAINING HARD-TO-FIND SOURCES

TiLE Conference Proceedings
Andrich International Limited
51 Market Place
Warminster
Wiltshire BA12 9AZ, UK
Tile@andrich.com
www.andrich.com/tile

Image Conference Proceedings
The Image Society, Inc.
PO Box 6221
Chandler, AZ 85246-6221
E-mail Image@asu.edu
Web: www.public.asu.edu/~image

The Planetarian
International Planetarium Society
John Mosley, Executive Editor
2800 East Observatory Rd.
Los Angeles, CA 90027
tel (323) 664-1181
fax (323) 663-4323
Web: www.griffithobs.org/IPSPlanetarian.html

LF Examiner
Cinergetics, LLC
5430 Lynx Lane, #223
Columbia, MD 21044 USA
Tel:  (410) 997-2780
Fax:  (410) 997-2786
mail@cinergetics.com
http://www.cinergetics.com/
The independent newsletter of the Large-Format motion picture industry
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TRADE ORGANIZATIONS

Giant Screen Theater Association (GSTA)

The Giant Screen Theater Association is a network of organizations and individuals that are
involved with or interested in the large-format screen industry. TheGSTA was founded in 1977
by four educational institutions that housed 15 perforation/70mm projection equipment. The goal
of the GSTA was to foster information exchange and to work collaboratively on film production.
The organization is incorporated as a nonprofit group. The GSTA has grown steadily since 1977
and currently has 81regular members, 60 developing members, and 204 associate members,
representing 31countries. In addition to the 15 perforation /70mm theaters, GSTA also welcomes
8 perforation/70mm and 10 perforation /70mm theaters as Theater Members. The organization is
not directly involved in film production, although individual members and groups of members
have produced large-format films.

Contact:
Maureen Mullin
GSTA International Office
444 Cedar Street, Suite 810
US Bancorp, Piper Jaffray Plaza
St. Paul, MN 55101, USA
Phone (651) 292-9884
Fax: (651) 292-9901
e-mail: maureen@giantscreentheater.com

Large Format Cinema Association

The Large Format Cinema Association is a non-profit corporation created to benefit the large
format cinema community of film makers, distributors, equipment manufacturers, consultants,
exhibitors and others. Membership and full participation are available to all, without reference to
specific film or video format.

Contact:
Executive Director: Jeannie Moore
28241 Crown Valley Parkway PMB 401
Laguna Niguel, CA 92677, USA
tel. 949/831-1142, fax 949/831-4948
e-mail: Jmoore@lfca.org
http://www.lfca.org/
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International Planetarium Society (IPS)

The International Planetarium Society is the largest organization of professional planetarians in
the world.  It is made up of members from nearly every continent, and has nearly 20 smaller
affiliate organizations.  Publications include the �Planetarian� quarterly journal and directories of
planetariums.

International Planetarium Society
C/o Taylor Planetarium
Museum of the Rockies
Montana State University
600 W. Kagy Blvd.
Bozeman, MT 59717
http://www.ips-planetarium.org/

The Image Society

A non-profit, technical, professional association for the advancement of visual simulation, related
VR technologies, and their applications.

The Image Society, Inc.
PO Box 6221
Chandler, AZ 85246-6221
E-mail Image@asu.edu
Web: www.public.asu.edu/~image

National Training Systems Association (NTSA)

Sponsors of the annual Interservice/Industry Training, Simulation and Education Conference, a
technical conference with exhibits showcasing the latest immersive visual systems and training
simulators.

NTSA
2111 Wilson Boulavard, Suite 400
Arlington, VA 22201 USA
Tel: 1.800.677.6897
Tel: +1 703.247.2569
Fax: +1 243.1659
www.iitsec.org
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WEB LINKS

Advanced Visualization Lab, Indiana University
http://www.avl.iu.edu/

Adventures in Cybersound � Technology and Society
http://www.cinemedia.net/SFCV-RMIT-Annex/rnaughton/phd8400.html

American Widescreen Museum
http://www.widescreenmuseum.com/widescreen/intro.htm

Cybersphere Spherical Projection System
http://www.ndirect.co.uk/~vr-systems/sphere1.htm

Full Dome Video Planetaria Discussion Group
http://groups.yahoo.com/group/fulldome

Grand Challenge Cosmology Consortium
http://zeus.ncsa.uiuc.edu:8080/GC3Home.html

GRASP Lab Omnidirectional Vision Home Page
http://www.cis.upenn.edu/~kostas/omni.html

Immersive Image Acquisition
http://www.panoscan.com
http://www.fpvideo.com/index_p.html

Immersive Image Processing
http://www.fh-furtwangen.de/~dersch/
http://www.realviz.com
http://www.panoguide.com/
http://www.iqtvra.org/

Immersive Projection Technology Workshop
http://www.vrac.iastate.edu/ipt98/
http://vr.iao.fhg.de/iptw99
http://www.iprt.iastate.edu/releases/ipt2000.html
http://vr.iao.fhg.de/ipt-egve/

Immersive Projection Displays
http://www.isdale.com/jerry/VR/IPD_Links.html#Events

Iowa State U. Virtual Reality Applications Center (VRAC)
http://www.vrac.iastate.edu/

National Center for Supercomputing Applications (NCSA)
http://www.ncsa.uiuc.edu/
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National Space Centre, Leicester, UK
www.spacecentre.co.uk

National Tele-immersion Initiative - NTII
http://www.advanced.org/tele-immersion/introduction.html

Princeton University Immersive Interactive System
http://www.cs.princeton.edu/omnimedia

Rose Center for Earth and Space � Hayden Planetarium
http://www.amnh.org/rose/

San Diego Supercomputing Center
http://www.sdsc.edu/

Spherical Rendering References, Tools, and Techniques
http://astronomy.swin.edu.au/pbourke/projection/skyvision/
http://www.cs.unc.edu/~zimmons/cs238/maps/environment.html
http://graphics.Stanford.EDU/papers/camera/
http://www.planisphere.com/
http://www.cebas.com
http://www.mentalimages.com
hhttttpp::////wwwwww..eexxlluunnaa..ccoomm
http://www.povray.org/
http://www.debevec.org/Research/HDR/
http://www.3dluvr.com/subagio/domelight/HDRdome.html
http://www9.informatik.uni-erlangen.de/eng/research/rendering/lensmodel/
hhttttpp::////wwwwww..iiqqttvvrraa..oorrgg//DDeeFFiisshh//ffiisshheeyyee..hhttmmll

University of Illinois - Chicago (UIC) EVL - Electronic Visualization Laboratory
http://www.evl.uic.edu/EVL
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MANUFACTURERS

3D perception a.s
Solbråveien 41
P.O.Box 455
N-1373 Asker
Norway
Tel: + 47 66 98 70 70
Fax: + 47 66 98 70 71
info@3d-perception.com
http://www.3d-perception.com
Manufactures DLP projector and software for dome and edge-blended projection.

Cadcentre Group plc
High Cross
Madingley Road
Cambridge CB3 0HB
United Kingdom
Tel: +44 (0)1223 556655
Fax: +44 (0)1223 556666
http://www.CADCENTRE.com
Group Visualization solution combines Review Reality software with wall display.

CINEMATRIX Interactive Entertainment System®
Tel:  415-662-2274
info@cinematrix.com
http://www.cinematrix.com/
CINEMATRIX is a wireless "mouse for the masses" giving audiences the freedom to play
realtime computer generated games

Elumens Corporation
1100 Crescent Green, Suite 211
Cary, NC 27511  USA
toll free- 800-842-1687
Tel: 919-816-8787
Fax: 919-816-8788
info@elumens.com
http://www.elumens.com
Manufacturer of VisionDome� immersive displays and VisionStation� hemispheric monitor.

Evans & Sutherland
600 Komas Drive
Salt Lake City, UT 84108
Tel: (801) 588-7405
http://www.es.com/digital_theater
 Digital Theater products include StarRider for domed theatres and PC-based image generators.
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Fakespace Inc.
241 Polaris Ave.
MountainView, CA 94043 USA
Tel: (650) 688-1940
Fax: (650) 688-1949
http://www.fakespace.com
 http://www.pyramidsystems.com
 Combined Pyramid/Fakespace IPD products include the CAVE, Immersive WorkRooms,
WorkWall, Workbench, Mini-Workbench, VersaBench, ImmersaDesk

Flogiston
16921 Crystal Cave Drive,
Austin, TX 78737 USA
Tel: 512 894 0562
http://www.flogiston.com
Flodome and Flostation provide single user rear projected dome immersive displays.

Goto Optical Manufacturing Co.
4-16 Yazaki-cho, Fuchu City,
Tokyo 183-8530, Japan
Tel: 81-423-62-5311
http://www.goto.co.jp/product/virtuarium-e.html
http://www.goto.co.jp/index-e.html
 The Virtuarium was the first full color real time dome (planetarium) projector system for
computer generated imagery.

Immersion Studios
Exhibition Place, Music Building
285 Manitoba Drive, Toronto, Ontario
Canada M6K 3C3
Phone: (416) 260-7711
Fax: (416) 260-7495
http://www.imm-studios.com
Immersion reality theatres � complete digital interactive cinemas.

Immersive Media Company
2112 SE Clinton St.
Portland, OR 97202 USA
Tel: 503.231.2656
Fax: 503.231.2655
E-mail: admin@immersivemedia.com
http://www.immersivemedia.com/menu.html
Manufactures 11-head dodecahedral spherical video camera.
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MetaVR, Inc.
37 Elm Street
Brookline, MA 02445-6813 USA
Tel: US 617-739-2667
Fax: US 617-249-0151
http://www.metavr.com
Rack mounted PC-based image generators with hardware synchronization of multiple IGs.

MultiGen-Paradigm, Inc
50 South Winchester Blvd., Suite 500
San Jose, CA 95128 USA
Tel: 408 261 4100
Fax: 408 261 4103
http://www.multigen.com/products/immersive.htm
 Vega realtime authoring software with nonlinear distortion correction for curved-screen
immersive displays including head tracking.

Panoram Technologies, Inc.
10951 Pendleton St.
Sun Valley, CA 91352 USA
Tel: (818) 504-0714
Fax: (818) 504-0636
http://www.panoramtech.com
 Edge blending hardware, curved, flat and rear projected wall immersive displays.

SEOS Displays Ltd.
Edward Way, Burgess Hill,
West Sussex, RH15 9UE, U.K.
Tel: +44 (0) 1444 870 888
Fax: +44 (0) 1444 870 777
http://www.seos.com
Worlds leading supplier of visual display systems to simulation industry.

Silicon Graphics
1600 Amphitheatre Pkwy.
Mountain View, CA 94043
(800) 800-SGI1 (7441)
http://www.sgi.com/features/2001/apr/planetariums/
High performance realtime image generators and planetarium solutions.

Sky-Skan, Inc.
51 Lake Street
Nashua, New Hampshire 03060 USA
Phone: +1 603 880 8500
Fax: +1 603 882 6522
USA Toll Free: 1-800-880-8500
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office@skyskan.com
http://www.skyskan.com
Manufacturer of special effects, immersive video and audio systems, and computer controls.

Spitz Inc
U.S. Route 1
Chadds Ford, PA 19317
Tel: (610) 459-5200
Fax: (610) 459-3830
Spitz@spitzinc.com
http://www.spitzinc.com/
Planetaria, premium dome screens, turn-key immersive theatres, and immersive content
production and distribution.

TAN Projektionstechnologie GmbH
http://www.tan.de
Immersive and stereoscopic display products.

Trimension Systems, LTD
Whittle House, Marchants Way
Burgess Hill, West Sussex
RH15 8QY
Tel: +44 (0) 1444 480130
Fax: +44 (0) 1444 250777
http://www.trimension-inc.com
Numerous immersive projection and stereoscopic system products.  SGI partner for Reality
Centers.

Carl Zeiss Jena GmbH
Planetarium Division
Carl-Zeiss-Promenade 10
07745 Jena
Tel: (0049) 3641 642283
Fax: (0049) 3641 643023
planetarium@zeiss.de
 http://www.zeiss.de/de/planetarium/home_e.nsf/
Manufacturer of planetarium instruments and dome video systems.
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Title of Project: Journey to Infinity

Production Company: Evans and Sutherland

Running Time: Approximately 40 minutes

Description of Work: In “Journey to Infinity”, our search for the secrets of life in
the universe begins with a space shuttle flight around
planet Earth, and continues as we take an interactive
journey through our solar system.  Travelling down to the
surface of Mars to find the Pathfinder, exploring the
oceans under the frozen surface of Europa, witnessing
the death and birth of stars, and unlocking the secrets of
mankind’s essential connection with the universe.
Through the use of cutting edge graphics technology from
Evans & Sutherland, the audience is allowed to interact
with various portions of the show in ways that were
previously impossible, adding a whole new dimension to
entertaining and educating large groups of people in a
completely immersive environment.

Credits: Executive Producer -  Stan Walker
Producer - Rick Hinton
Director - Terence Murtagh
Narrator - Corey Burton
Written  - Terence Murtagh
Audio Design & Music Composer - Jack Wall
Technical Producer - Jason Rice
Modeling & Animation

Evans & Sutherland - Tom Weighill, Brian Sullivan
Visual Reality - Greg Mildenhall
Axiom Design - Tony Jones, Ken Olsen
Digital Artworks - Eric Morgansen
Mondo Media - Eric Chadwick, Kelly Kleider

Digistar II Programming - Aaron McEuen, Kevin Scott,
Chris Anderson

Production Tools Used: 3DSMax, MultiGen Creator, Adobe Photoshop, ACDSee,
ProTools, Evans & Sutherland ShowMaker , Evans &
Sutherland REALimage PC Technology, Evans &
Sutherland ESIG Image Generator, Evans & Sutherland
Digistar II Programming Language.
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Production Challenges/
Creative Solutions:

This was the first show created for StarRider Interactive,
so it had to break new ground and define an effective
production process.  In the process we discovered
effective ways to create real-time models and
environments, interactive sequences, and camera
movements and compositions that worked in an all-dome
format.

Sample Images:
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Title of Project: We Take You There

Production Company: Evans and Sutherland

Running Time: Approximately 8 minutes

Description of Work: “We Take You There” was the first all-dome video show
produced in the StarRider SV format.  This 8-minute time-
travel adventure, produced exclusively for SIGGRAPH
’99, takes audiences on a high-speed tour through time
and space.  From Salt Lake’s Winter Olympic Village in
2002, to NASA’s restricted air space in Florida, to 2 billion
years ago in nearby space, to a breathtaking journey
inside a human eye, this exciting show was the first to
demonstrate the power of an all-dome immersive video
experience.  The production also included a pre-show
sequence displayed on a more traditional medium (flat
screen television).

Credits: Producers - Michael Daut, Debra Walker
Writer/Director - Michael Daut
Art/Animation Director - Don Davis
Music/Sound Design - Jack Wall
Animators - Don Davis, Craig Stickler, Kevin Beaulieu,
Pattie Dawson

Production Tools Used: 3DSMax, Adobe Photoshop, Adobe After Effects, Maya,
Electric Image, SkyStitcher, SkyVision Renderer,
ProTools, Evans & Sutherland REALimage technology,
ACDSee, NameWiz, Knoll Renamer, Evans &
Sutherland’s RapidSite.

Production Challenges/
Creative Solutions:

Being the first complete show developed in the all-dome
StarRider SV format, there were several challenges and a
bit of a learning curve.  One of the unique aspects of this
show, was the conversion of the high-resolution real-time
images produced by the Evans & Sutherland image
generators to a linear video format.
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Sample Images:
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Title of Project: Cyber Explorer

Production Company: Evans and Sutherland

Running Time: Approximately 40 minutes

Description of Work: Travel through the mysteries of outer space and the
wonders of inner space in “Cyber Explorer”, a one of a
kind adventure that will take you on a fantastic voyage
into places never before seen by human eyes.  Pilot a
fixed wing glider and touch down on the surface of Mars
as you visit the first human colony on Mars.  Then shrink
down to microscopic size and fight a bacterial infection
inside the human arm.  Next, you’ll travel to the center of
the earth and explore the geologic and seismic forces at
work deep within our planet.  And you’ll soar through the
reaches of space, encountering some of the most
beautiful destinations in our galaxy and in the universe
itself.

Credits: Executive Producer - Terence Murtagh
Producer - Michael Daut
Show Concept - Martin Ratcliffe
Written - Terence Murtagh, Martin Ratcliffe
Graphics – Brice Broaddus, Ken Carlson, Don Davis,

   Simon Edgar, David Miller, Brian Sullivan
Digistar Sequences - Aaron McEuen, Kevin Scott
Show Programming  - JT Taylor, Ken Carlson
Interactive Sequences - Lynn Buchanan
Music - Jack Wall

Production Tools Used: 3DSMax, MultiGen Creator, Adobe Photoshop, ACDSee,
ProTools, Evans & Sutherland ShowMaker, Evans &
Sutherland Real Image PC Technology, Evans &
Sutherland ESIG Image Generator, Evans & Sutherland
Digistar II Programming Language.

Production Challenges/
Creative Solutions:

With Cyber Explorer, we raised the bar with the entire
production.  There were more models, more complicated
shots, more sophisticated Digistar II integration, and more
interactive sequences.  These elements had to be
incorporated into a show that had four distinct sections.
We effectively tied each section together and delivered a
show that amazes and astounds audiences.
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Sample Images:
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Title of Project: Wonders of the Universe

Production Company: Evans and Sutherland

Running Time: Approximately 22 minutes

Description of Work: “Wonders of the Universe” is the first complete
presentation to be made in digital, 360–degree immersive
video format designed specifically for licensing to domed
theaters.  Using data from telescopes and observatories
around the world, and in space, we created this unique
experience in a totally digital medium.  Peer deep into
space through the eyes of the orbiting Hubble Space
Telescope and travel back billions of years in time to
witness the birth of the universe.  On this breathtaking
excursion you’ll witness the formation of galaxies and
explore some of the most wondrous nebulae and
astronomical structures yet discovered.  As your travels
continue, you’ll fly deep into our own Milky Way galaxy
and return home to Earth on a spectacular tour through
the solar system.

Credits: Executive Producers - Terence Murtagh, Kirk Johnson
Producer/Director - Michael Daut
Writer - Terence Murtagh
Art/Animation Director - Don Davis
Narrator - Corey Burton
Music/Sound Design - Andrew Yoshiro
Lead Animator- Don Davis

Production Tools Used: Electric Image, Adobe Photoshop, Adobe After Effects,
ACDSee, NameWiz, Knoll Renamer, SkyStitcher,
SkyVision Hi-Def Renderer.

Production Challenges/
Creative Solutions:

With “Wonders”, we created the first full-length
astronomical show in which we again defined the visual
grammar of all-dome visuals.  The challenge was to keep
the visual story moving at the appropriate pace to keep
the audience captivated for almost 25 minutes.  The end
result is a breathtaking show that has quickly become the
benchmark for all-dome astronomy shows.
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Sample Images:
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Title of Project: It Happened in New York

Production Company: Evans and Sutherland

Running Time: Approximately 15 minutes

Description of Work: “It Happened in New York”, the second gate attraction at
Madame Tussaud’s New York, is the most complex
CGI/live-action film ever undertaken.  This all-dome-video,
time-travel adventure combines live action photography with
computer generated images and actual historical footage of
some of New York’s most famous faces including Babe
Ruth, Ed Sullivan, Elvis Presley etc.  For the production
there were more than 700 buildings created, 4 miles of New
York City streets created and 61,000 extras photographed
and created.

Credits: Executive Producer - Tony Peluso, Kirk Johnson
Creative Directors - Ross Cibella, Rick Hinton, Michael Daut
Producers - Rick Hinton, Michael Daut
Writers - Patrick Barry, Rick Hinton
Production Manager - Jay Kirk
Music - Michael Crain
CGI Production -

Director - Vince Pedulla
Technical Director - Ed Gross
Animation - Dan Cruz
3D Modelers - Jason Diaz, Eric Ortiz

Live Action Production -
Producer - Heidi Welker
Director - Jack Tinsley
Line Producer - Steve Montrowl
Camera Operator - Jim Adams
Engineers - Quyen Le, Andrew Theocharopoulos

Production Tools Used: Maya, 3DSMax, MultiGen Creator, Adobe Photoshop,
Adobe After Effects, BOXX Render Farm, Avid Media
Illusion, Avid Media Composer, Evans & Sutherland
REALimage Technology, ProTools, ACDSee, NameWiz,
DeBabelizer, SkyStitcher, SkyVision Hi-Def Renderer,
Motion Control, HDTV Video Cameras, Soundstages at
Universal Studios
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Production Challenges/
Creative Solutions:

The greatest production challenge was the integration of live
action footage, including principal actors and thousands of
extras, and historical footage of celebrities, into the CGI
backgrounds.  The sheer enormity of the project in terms of
the number of models created for the show, the amount of
extras composited in the scenes, and the thousands of
hours of rendering was intimidating to say the least.  The
result is a one-of-a-kind show that audiences in New York
have been enjoying time and time again.

Sample Images:
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Title of Project: Crack the Cosmic Code

Production Company: Evans and Sutherland

Running Time: Approximately 40 minutes

Description of Work: "Crack the Cosmic Code" starts out in Chaco Canyon,
NM and a 1000 year-old Native American rock drawing of
a crescent moon, what appears to be a star, and a human
handprint.  Is this a mysterious clue to some ancient
astronomical event?  What does this rock drawing have in
common with a telescope constructed in the mid-
nineteenth century in Ireland, with the Very Large Array of
radio telescopes in modern day New Mexico, and to the
Hubble Space Telescope orbiting Earth?  And how are
they related to the Crab Nebula? On our journey of
discovery, we look for clues by measuring stars' distances
from Earth, learn about space and time with the light year,
unlock the secret code hidden in a spectrum, and travel
inside a black hole.  Audiences will investigate the secrets
of the universe in this interactive all-dome adventure.

Credits: Executive Producer  - Terence Murtagh
Producer - Michael Daut
Exploration Place Exec. Producer - Martin Ratcliffe
Written by - Terence Murtagh, Martin Ratcliffe
Graphics – Ken Carlson, Marty Sisam, Don Davis,
Davin Flateau, Don Pence, Brian Sullivan
Digistar Sequences - Aaron McEuen, Kevin Scott
Show Programming - Ken Carlson
Interactive Sequences - Lynn Buchanan
Music – Jack Wall

Production Tools Used: 3DSMax, MultiGen Creator, Adobe Photoshop, ACDSee,
ProTools, Evans & Sutherland ShowMaker , Evans &
Sutherland Real Image PC Technology, Evans &
Sutherland ESIG Image Generator, Evans & Sutherland
Digistar II Programming Language.

Production Challenges/
Creative Solutions:

As with every new show, the challenge is to top previous
successes, and with “Crack the Cosmic Code” we did just
that.  The CGI is more realistic; the camera moves are
more dramatic; the interactive segments are more
entertaining; and the overall show is the strongest
interactive experience we’ve produced to date.
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Title of Project: Body Works

Production Company: Evans and Sutherland

Running Time: Approximately 40 minutes

Description of Work: “Body Works” lets you experience how our bodies work
from the inside as you embark on an interactive voyage of
discovery.  Explore the intricacies of sight as you take the
controls and make an eye see.  Discover how sound is
transformed as it enters your ear and becomes signals
that can be interpreted by your brain.  Pump blood
through the circulatory system as you make the heart
beat in perfect rhythm.  These and many other
adventures will be found as you explore just how the
human body works.

Credits: Executive Producer  - Terence Murtagh
Producer - Michael Daut
Exploration Place Exec. Producer - Martin Ratcliffe
Writer - Terence Murtagh
Graphics - Ken Carlson, Davin Flateau, Don Pence,

     Marty Sisam
Digistar Sequences - Aaron McEuen, Kevin Scott
Show Programming - Ken Carlson
Interactive Sequences - Lynn Buchanan
Music – Andrew Yoshiro

Production Tools Used: 3DSMax, MultiGen Creator, Adobe Photoshop, ACDSee,
ProTools, Evans & Sutherland ShowMaker , Evans &
Sutherland Real Image PC Technology, Evans &
Sutherland ESIG Image Generator, Evans & Sutherland
Digistar II Programming Language.

Production Challenges/
Creative Solutions:

In “Body Works” we are taking the interactive experience
to a new level.  In multiple interactive segments, audience
members will learn about how our senses work, how our
brain controls our muscles, and how our blood circulates
throughout our body.  The inherent challenge is to make
this learning experience fast-paced and fun for audiences
of all ages.  We are also designing the script so that the
interactives all flow out of the key moments in the story.
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Title of Project: New Horizons

Production Company: Evans and Sutherland

Running Time: Approximately 22 minutes

Description of Work: From breathtaking landscapes to violent volcanic
eruptions to the sheer beauty of Saturn’s rings, “New
Horizons” immerses audiences in an unforgettable all-
dome-video experience.  Explore the planets and moons
of the solar system in a majestic journey through our
celestial neighborhood.  For the first time, audiences will
travel down to the surface of all the planets, and
experience what life would be like from those brave new
worlds.  Our journey begins as we follow a comet as it
travels through interplanetary space.  On each of our
exotic ports of call, real data and images from modern
space probes is transformed into stunning 360° photo-
realistic 3D animation.

Credits: Executive Producers - Terence Murtagh, Narrateo Ltd.
Producer/Director - Michael Daut
Writer - Terence Murtagh
Art/Animation Director - Don Davis
Music/Sound Design - Andrew Yoshiro

Production Tools Used: Electric Image, Adobe Photoshop, Adobe After Effects,
ACDSee, NameWiz, Knoll Renamer, SkyStitcher,
SkyVision Hi-Def Renderer.

Production Challenges/
Creative Solutions:

“New Horizons” builds on the success of “Wonders” by
adding sweeping landscapes on the surfaces of the
planets and moons in our solar system.  The shots are
more complex; the camera moves are more
sophisticated; and the show is more fast-paced.
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Title of Project: Body Tours

Production Company: Evans and Sutherland

Running Time: Approximately 15 minutes

Description of Work: At the Center of Miniaturized Medicine in the year 2125,
you’ll shrink down to the size of a microbe and get
injected into a patient who is suffering an infection from a
mysterious virus.  Produced in cooperation with the
University of Utah Medical School, this high-speed
immersive adventure is not only exciting, but educational
as well.  Travelling from the base of the eye to the interior
of the heart, you’ll explore exotic ports of call in CMM
Probe Alpha with its robotic outboard scout vehicle.  As
you piece together the clues the virus has left behind,
you’ll race against time to save the patient on your roller-
coaster ride through the body.  Laser battles, genetic
weapons, and lots of surprises along the way, make this a
show audiences will want to experience again and again

Credits: Executive Producers - Terence Murtagh, Kirk Johnson
Writer/Producer/Director - Michael Daut
Co-Producer - Tom Casey
Art/Animation Director - Tom Casey
Music/Sound Design - Jack Wall
Animators - Tom Nypaver, Desiree Roy

Production Tools Used: Maya, Maya Paint FX, Adobe Photoshop, Adobe After
Effects, Sky Stitcher, SkyVision Hi-Def Renderer,
DeBabelizer, ACDSee, NameWiz, ProTools.

Production Challenges/
Creative Solutions:

How do you shoot an adventure “movie” for all-dome
video?  That is the groundbreaking challenge of “Body
Tours.”  Instead of keeping the audience at a fixed eye
point at the center of the immersive space, we’re editing
between multiple camera setups within each scene, and
using film-style editing to tell the visual story.  This project
promises to be one of the most exciting adventures ever
produced in StarRider SV.
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Title of Project: Introducing…ElectricSky

Production Company: Spitz, Inc./Ballentyne Brumble Communications

Running Time: Approximately 15 minutes

Description of Work: A 15-minute immersive video production to launch Spitz’s
new ElectricSky dome video theater.  Included a wide
variety of material, ranging from original 3D CGI to wide-
angle film formats like Omnimax 15/70 and VistaVision, to
still imagery composited with 2D and 3D effects, to HD
video.    All visuals were produced or converted for
projection in Spitz’s ImmersaVision 200 format, with a
200°horizontal by 60°vertical field-of-view.

Credits: Executive Producer:  Mike Bruno
Producer/Director:  John Ballentyne
Animation:  Brad Thompson, Ted Artz, Andrew Gardiner,

Jeff Glass, Sean Eno, ARC, Pixel Liberation
Front, Walter Barrows, Tony Butterfield

Music:  John Avarese
Technical Direction:  Ed Lantz
Film Scans:  Imagica
Omnimax Footage:  Courtesy of Graphic Films
HD Video:  Rebo Group

Production Tools Used: 3DSMAX, Maya, Maya Paint FX, Adobe Photoshop,
Adobe After Effects, DeBabelizer, ProTools,  Scitex
StrataSphere.

Production Challenges/
Creative Solutions:

This project (1996) was a pioneering effort that
demonstrated the potential of Spitz’s new ImmersaVision
video format.  The main challenges were to produce a
show for a spherical display environment using existing
off-the-shelf hardware and software primarily designed for
flat-screen applications.  Our success led to the
development of a series of immersive 2D and 3D plug-ins
and stand-alone image processing applications that we
use on a daily basis today.
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Title of Project: Oasis In Space

Production Company: Spitz, Inc.

Running Time: Approximately 25 minutes

Description of Work: Oasis In Space is the first in a series of immersive video
programs for Spitz’s ElectricSky theaters to be entirely
produced using original 3D computer animation.  Oasis In
Space takes you on a startling and beautiful journey
through our Solar System and beyond in search of water
and water worlds like Earth. Incorporating the latest
results of astronomical research and exploration,
including recent data from robot explorers, the program
offers a new perspective on a substance of obvious
importance to our planet.  With a proven, audience-tested
story, visually immersive imagery and an original
surround-sound musical score, the program will inform,
delight and entertain viewers of all ages.

Credits: Producer – Mike Bruno
Writers – Robert Burnston, Mike Bruno
Art/Animation Design and Direction – Brad Thompson
Music/Sound Design – John Avarese
Animators – Amalgamation House, Theo A. Artz, Bill Carr,
Sherry Roark, Brad Thompson
Narrator – Peter Thomas, John Culshaw

Production Tools Used: 3DSMAX, ImmersaMax, Conglomerator, Billboard Filter,
Maya, Maya Paint FX, Adobe Photoshop, Adobe After
Effects, DeBabelizer, ProTools, Adobe Premiere RT,
PolyDome.

Production Challenges/
Creative Solutions:

Oasis In Space was the first immersive sky show to be
produced for Spitz’s new ElectricSky  dome video
theater system, so it had to showcase the product and
appeal to a wide audience.  Production challenges
included optimizing long render times, working with
particles and volumetrics in a spherical format, editing
non-standard (1800x486 pixel) video.  Solutions included
network rendering, off-the-shelf software tools
supplemented with custom software plug-ins.



Computer Graphics for
Large-Scale Immersive Theaters

Production Showcase

Course #31:  Computer Graphics for Large-Scale Immersive Theaters
Page 32

Sample Images:



Computer Graphics for
Large-Scale Immersive Theaters

Production Showcase

Course #31:  Computer Graphics for Large-Scale Immersive Theaters
Page 33

Title of Project: PopMania!

Production Company: Spitz, Inc.

Running Time: Approximately 24 minutes

Description of Work: PopMania! combines panoramic video, lasers, 3D
computer animation and surround sound to immerse
viewers in a world of 20th century fads, fashions and
follies.  From the Charleston to the Macarena, from the
hula-hoop to Pokemon, from the beehive to the Mohawk,
PopMania! takes a nostalgic look at the trends that have
shaped the face of the past 100 years.  Set to popular
music, this toe-tapping show is a must-see for fans of pop
culture.

Credits: Producers - Mike Bruno, Dustin Sparks
Associate Producer - Andrew Birgensmith
Director - John Ballentyne
Art Direction - Theo A. Artz
Animation Design and Production - Brad Thompson,

Amalgamation House, Pat Finley, Andrew Gardner,
    Bill Carr
Music and Soundtrack Production - John Avarese
Video Editing - Chris Kenworthy
Writer - Bernard Falkoff
PopMania! Theme Song
   Lyrics - Mike Judy
   Music - Bret Kull
Video Post-Production - Brad Thompson, Cubist Post &

Effects
Laser Graphics Sequences -
    Production Manager -  Willie Castro
    Producer - Andy Hagerman
    Artists - Willie Castro
    Digitizers - David Lawter, Todd Misell, Priscilla

Bernardo
Music Rights Clearance and Licensing - Clearance Quest
Production Management - Ballentyne Brumble
Communications, Spitz, Inc.
Technical Direction - Ed Lantz
Video Field Production - Barry Berg, Dianne Brumble
Digital Photography - Spitz, Inc.
Production Assistants - Cheryl Adack, Vera Camillo ,

Gretchen Perry , Emily Shuster, Anne Smythe ,
Fran Swiger, Donna Tinney
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Archival Research - Dianne Brumble, Gretchen Perry
Archival Images - WPA Film Library, Historic Films,

ABCNEWS VideoSource, Oddball Film and Video,
National Archive and Records Administration,
Corbis Images, PhotoDisc, NASA

Production Tools Used: 3DSMAX, ImmersaMax, Conglomerator, Billboard Filter,
Maya, Maya Paint FX, Adobe Photoshop, Adobe After
Effects, DeBabelizer, ProTools, Scitex StrataSphere,
Scitex VideoCube, Adobe Premiere RT, PolyDome.

Production Challenges/
Creative Solutions:

PopMania! was produced as an “evening entertainment”
attraction for the Science City, a new hands-on science
museum in Kansas City, MO.  We faced lots of
challenges in producing this show, ranging from technical
issues to how to affordably license 25 popular songs and
more than 40 minutes of archival film and video.  One of
the more interesting artistic challenges was to seamlessly
integrate lots of footage that was originally designed for
viewing on a flat screen into the fabric of an immersive
dome  “experience” show.   Equally challenging was
communicating our creative vision to a client 1000 miles
away who was unfamiliar with the dome environment.
We tried websites, preview videotapes, but in the end, we
learned that there’s no substitute for presenting show
concepts in the actual playback environment. Last but not
least, we had to cover 100 years in about 24 minutes – no
easy feat!

Sample Images:
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Title of Project: Dark Star Adventure (working title)

Production Company: Spitz, Inc.

Running Time: Approximately 30 minutes

Description of Work: Dark Star, a Spitz character-animated feature about black
holes and other cosmic curiosities, is currently in
production.  Join our young protagonist Subrah and her
robot helper Sweeps as they make a harrowing  escape
from a dying planet and embark on an action-packed
adventure through the cosmos, including a memorable
trip through a wormhole. An original sci-fi story with an
educational twist for kids of all ages.

Credits: Producer – Mike Bruno
Writer – John Stoke
Art/Animation Design and Direction – Brad Thompson
Animation Storyboards – Willie Castro
Music/Sound Design – John Avarese
Animators – Bill Carr, Brad Thompson, Wes Thompson
Character Voices – TBD

Production Tools Used: 3DSMAX, ImmersaMax, Conglomerator, Billboard Filter,
Maya, Maya Paint FX, Adobe Photoshop, Adobe After
Effects, DeBabelizer, ProTools,  Adobe Premiere RT,
PolyDome.

Production Challenges/
Creative Solutions:

Dark Star takes immersive video production to an entirely
different level with the use of 3D animated characters and
cinematic storytelling techniques.  We are faced with
multiple challenges:  expressing a character’s emotions
without the use of extreme close-ups, presenting dialogue
without cutting back and forth between different POV’s,
developing fluid camera moves that are not disturbing to
the viewer.  Our goal is to move beyond the documentary
style with which we are all familiar and to develop content
that kids will drag their parents to see.
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ImmersaVision 360 master image (polar format) – inside the engine room

ImmersaVision 200 master image (panoramic format) – inside the engine room
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Title of Project: BIG

Production Company: National Space Centre, Leicester, UK

Running Time: Approximately 20 minutes

Description of Work: BIG  is a public program that explores the size and scale
of our universe.  Unlike any sky show you have ever
seen, BIG combines a light-hearted storytelling style with
immersive 3D computer animation, stop-motion
characters and a surround-sound musical score to bring a
really big subject down to earth.   Designed for family
audiences.

Credits: Executive Producer – Alex Barnett
Producer/Director – Annette Sotheran
Original Concept - George Reed
Writers – Alex Barnett, George Reed, Chas Walton
Narration - Sir Richard Attenborough
Lead Animator - Andy Gregory
Animation and Compositing - Max Crow
Stop Motion - Roger Jones, Annette Sotheran
Soundtrack - Music Pip Greasley
Sound Design - Will Penny
Sound Production - SoniXploras
Technical Director - George Barnett
Production Assistant - Helen Osbourn
Directorial Assistance - Andy Gregory, Roger Jones
Laser Graphics - Dave Oxenreider

Production Tools Used: 3D Studio Max 3.1, ImmersaMax, After Effects 4.1, Real
Motion Blur, Pro-Optic Suite, Premier 5.1 RT, Photoshop
5.5, Billboard Filter, DPS Velocity and Reality

Production Challenges/
Creative Solutions:

Team previously experienced in TV. Main challenge was
adapting from TV format to Spitz’s ImmersaVision dome
video format both creatively and technically.
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Title of Project: Sunshine

Production Company: National Space Centre, Leicester, UK

Running Time: Approximately 20  minutes

Description of Work: Sunshine is a highly interactive, immersive video show for
young children under the age of 5-years old.  Sunshine, a
loveable cartoon Sun, doesn’t care if the children get loud
or excited; in fact, he wants them to look around, raise
their hands, sing and play along with his tricks.  In the
process, the children are introduced to the colors of the
day sky and the other suns of the night sky.  Produced in
Spitz’s ImmersaVision 200 panoramic video format.

Credits: Executive Producer - Alex Barnett
Animator/Director -  Roger Jones
Producer -   Annette Sotheran
Script - George Reed
Soundtrack - Pip Greasley
Technical Director - George Barnett

Production Tools Used: 3D Studio Max 3.1, ImmersaMax, After Effects 4.1, Real
Motion Blur, Pro-optic suite, Premier 5.1 RT, Photoshop
5.5, Billboard Filter, DPS Velocity and Reality, Spitz
InterAct Audience Response System

Production Challenges/
Creative Solutions:

Team previously experienced in TV. Main challenge was
adapting from TV format to Spitz’s ImmersaVision dome
video format both creatively and technically.  Real-time
interactive component also a factor.

Sample Images:
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Title of Project: My Very Easy Method, Night & Day, Starz!

Production Company: National Space Centre, Leicester, UK

Description of Works: My Very Easy Method…is an audience response program
based on the mnemonic for learning the names of the
planets in order from the sun.  The students are
challengingly transported from planet to planet to be
immersed in special and spectacularly different
environments, often with an element of humor.

Night & Day, a show for younger children, presents the
concepts of night and day as a relative position problem
between the observer’s position on a spinning earth and
the position of the Sun.  The program starts with the
simple concept that by turning and reflected motion, the
student can make objects appear to move.  The concept
is reinforced with a game of Simon Says between a
loveable animated cartoon sun and the audience. This is
a fun program that requires a “teacher presenter” and
participation from the classroom teacher.

Starz!  is a school show that follows the lifetime of three
different masses of stars and explains their evolution over
long time-scales in terms of thermonuclear reactions and
opposing forces.  The program includes the birth and
death of stars and such exotic objects as supernova
explosions, neutron stars and black holes. At the end of
the program the audience discovers that they are born of
the stars.

All programs are produced in the ImmersaVision 200
panoramic dome video format for Spitz’s ElectricSky
system and include original 3D animation, 5.1 surround
soundtracks, laser graphics and other visual effects.

Production Tools Used: 3D Studio Max 3.1, ImmersaMax, After Effects 4.1, Real
Motion Blur, Pro-Optics Suite, Premier 5.1 RT, Photoshop
5.5, Billboard Filter, DPS Velocity and Reality, Spitz
InterAct Audience Response System

Notes: The above programs are “school shows” designed to
complement the UK science curriculum for elementary
school students.  They are currently in production and are
scheduled for completion in late 2001.
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Title of Project: Wonderful Journey

Production Company: Zenturio Group Ltd.

Running Time: Approximately 7 minutes

Description of Work: Sponsorship film made for Orange Telecommunications
PLC to be shown in an ElectricSky theatre built by Spitz,Inc.
A film about communication made for a younger audience to
enjoy.  We start in outer space, descending through a “word
storm” atmosphere to different situations around the world,
guided by an orange balloon.

Credits: Executive Producer: Andy Neumann
Producers: David Turchi, Jennifer Lane, Siobhan Lyons
Director: Jason Glenister
Post-production: Bruce Steele / Glassworks Ltd
Music: Kris Jenkins

Production Tools Used: Soft Image, Flame

Production Challenges/
Creative Solutions:

Live action shot on 35mm on location in South Africa,
incorporated with CGI starfield and balloon effects,
formatted for ImmersaVision 200 dome video format.

Sample Images:



Computer Graphics for
Large-Scale Immersive Theaters

Production Showcase

Course #31:  Computer Graphics for Large-Scale Immersive Theaters
Page 52

Title of Project: Every Day a Little Better

Production Company: Zenturio Group Ltd.

Running Time: Approximately 7 minutes

Description of Work: Made for the Volkswagen 360º dome theatre specially built
for the Autostadt in Germany.  Relates the story of two
sisters and their respective struggles towards perfection:
one to be a concert violinist, the other an ice-skater.

Credits: Executive Producer: Andy Neumann
Producer: David Turchi
Director: Tom Ackerman
Post-Production: Bruce Steele / Glassworks Ltd
Music: Merv de Peyer

Production Tools Used: Soft Image, Flame

Production Challenges/
Creative Solutions:

Live action footage shot on 35mm and Vistavision on
location in South Africa, Italy and Prague using fish-eye
lenses, incorporated with stills plates and CGI to create a
fully 360º immersive viewing experience.

Sample Images:
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Title of Project: Eye of the Eagle

Production Company: Boston Productions

Running Time: Approximately 25 minutes

Description of Work: Eye of the Eagle is an immersive high-definition video
production for a tourist destination theater in Ketchikan,
Alaska.  The production follows a young couple as they
search for their Tlingit spiritual roots while adventuring
through southeast Alaska.  The program is presented in a
Spitz ElectricHorizon  video theater, which has a
spherical video screen with a 200°horizontal by
60°vertical field-of-view.

Credits: Directed by - Bob Noll
Written by - Davie Hunsaker
Produced by - Paul Van Wart
Director of Photography - Andy Sobkovich
Editor - Chet Kaplan
Music by - Jeanine Cowen
Casting by - Heike Brandstatter and Coreen Mayrs,

C.S.A.
Visual Effects Coordinator - David  Hedley

Production Tools Used: Sony HDW400, Avid Media Composer, Jileo
Uncompressed HD Non-Linear System

Production Challenges/
Creative Solutions:

The greatest challenge was working in a format where
everything (all equipment and people) are in frame.
Where do you hide your lights?

Sample Images:
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Contact Information

John Ballentyne
Ballentyne Brumble Communications
234 Market Street
Philadelphia, PA 19106
215-627-6994
J.Ballentyne@bbcphl.com

Alexandra Barnett, Creative Director
National Space Centre
Exploration Drive
Leicester
LE4 5NS
United Kingdom
+ 44 116 258 2118
alexb@nssc.co.uk

Mike Bruno, Creative Media Director
Spitz, Inc.
US Route One
Chadds Ford, PA 19317
610-459-5200
mbruno@spitzinc.com

Michael Daut, Producer
Evans & Sutherland
Digital Theater Division
600 Komas Drive
SLC, UT  84108
801-588-7627
mdaut@es.com

Terence Murtagh, Director
Evans & Sutherland
Digital Theater Division
600 Komas Drive
SLC, UT  84108
801-588-7400
tmurtagh@es.com
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Andy Neumann, Producer
Zenturio Group Ltd.
Ladbroke Hall
79 Barlby Road
London W10 6AZ
UK
44+208 962 0202
andy@zenturio.com

Bob Noll, Producer/Director
Boston Productions
100 Morse Street
Norwood, MA 02062
781-255-1555
bnoll@bostonproductions.com

Annette Sotheran, Producer
National Space Centre
Exploration Drive
Leicester
LE4 5NS
United Kingdom
+ 44 116 258 2118
annettes@nssc.co.uk



Report of the IPS Technical Committee

Full-Dome Video Systems

Kevin Scott
IPS Technical Committee Chair
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Dickson, Tennessee, USA

Richard McColman
Morehead Planetarium

Chapel Hill, North Carolina, USA

One of the primary charters for the IPS Technical Committee is to review the range of competing full-dome video systems that have recently become
available, develop some sort of evaluation metric, and attempt to define a set of standards that would help manufacturers address compatibility issues for
content production and presentation. To that end, we are beginning the process of looking at the major systems, each in detail. In this quarter�s column we�ll
give a comprehensive overview of the major technologies involved, discuss two prevailing architectures, and review a few of the major systems.

Technology Overview
Let us begin by saying that one could easily write much more on this subject than we have space for here, and that this overview is simply a brief

introduction to some of the technologies and terms that may appear in a discussion of full-dome video systems. Also please keep in mind that we, the
members of the IPS Technical Committee, are not equipment vendors. We are looking at these systems as potential customers in light of our collective
expertise. Furthermore, the IPS Technical Committee will not attempt to recommend one system or another. Our main focus is to disseminate information
and to encourage the major vendors to create interoperable systems.

There are several companies that provide full-dome video systems in a variety of formats. Some of the major vendors include:
ElectricSky� � Spitz, Inc.
Virtuarium � GOTO Optical Mfg., Co.
V-Dome � Trimension, Inc.
VisionDome� � Alternate Realities Co.
StarRider� � Evans & Sutherland
SkyVision � Sky-Skan, Inc.

The actual physical setup varies from system to system, although there are some similarities. Most of the options use multiple video projectors and some
form of edge-blending technology to create a seamless video image over the entire surface of a planetarium dome. Only Alternate Realities offers a single-
lens system for smaller theaters. To generate images, some systems use a graphics super computer and others use off-the-shelf hardware and software
solutions. Finally, there is a wide range of control and automation mechanisms, audience response sub-systems, and production philosophies.

There are two primary architectures in all-dome video systems: real-time and offline (also known as �pre-rendered�). Real-time systems use massive
amounts of processing power to generate every image �on-the-fly.� Offline systems render video out to a storage medium (hard disk, tape, laserdisc) and
then play back as needed. Each architecture has its own merits, but the larger question of which type of system a theater might choose is probably more
philosophical or financial in nature, rather than technical.

Real-time architectures have their roots in high-end flight simulator displays. Historically, these Image Generators (IGs) were specifically designed to
recreate out-of-cockpit views for pilots, ground warfare, and other military training scenarios. Modern IGs provide a more general-purpose approach to
graphics and can now reproduce wider range of content.

Production with real-time systems involves creating 3D graphics models for every object in your �show.� These models are then given texture and color,
and are placed in a three-dimensional space � the �world.� Over time, objects can move from one place to another, change in size and shape, and fly in and
out of the audience�s view. In the spirit of flight simulators, the audience�s viewpoint can also change over time, allowing for tremendous production
freedom and graphic realism.

Real-time systems compute images as fast as they can � hopefully producing images at more than 30 frames-per-second (fps). Depending on the
complexity of the show sequence, real-time frame rates may vary, resulting in motion that can be very smooth in some places and jerky in others. With
careful production, though, these systems can produce consistent, smooth motion.



Since real-time architectures generate images on-the-fly, they work very well in interactive environments. For example, with StarRider� from Evans &
Sutherland, it is possible to �fly� the theater with a single joystick, much like one would fly a flight-simulator. Another important feature of real-time image
generation is the ability to manipulate program content on the dome without having to refer to some sort of �preview� or having to wait for animation
sequences to render on a separate computer. On the other hand, real-time systems are somewhat limited in the complexity of the scenes that they can
produce, and they require very technically skilled modelers to create objects that will be shown in a program. Further discussion of the merits and challenges
of various systems will be addressed within individual product evaluations.

Offline (pre-rendered) architectures stem from recent advancements in digital video production and non-linear editing systems. Desktop video production
and animation has become very popular in the last several years. Today�s systems can provide full professional level capability at a fraction of the cost of
yesterday�s studio gear. Witness television programs like Star Trek and Babylon 5, along with blockbuster movies like Armageddon and Independence Day;
each of these productions used PC-based animation and video editing systems to create visual effects.

Production with offline systems is similar to real-time. Objects are modeled and textures are applied. One tremendous difference, however, is the
complexity of the models that can be used, at the expense of time. An offline model can be as detailed as you like, but you have to wait for the computer to
render each image. One advantage is that slow-time animation systems tend to be more advanced (both in terms of interface and features) than the current
crop of real-time production software.

After selecting models and designing the animated sequences that will make up your program, an additional step must be employed to generate images
for the dome. In a multi-projector situation, frames of animation must be divided up, directed to the appropriate projector, and synchronized with all of the
other content. This process is handled differently in each of the primarily offline solutions evaluated here.

Near-real-time is another term that may be applied to some pre-rendered systems. Given that all of your show content is prepared and placed in random
access storage (e.g. hard disk or laserdisc), it is then considered to be online content. From there, individual frames can be displayed at will, or in sequence,
at almost any frame rate. In this sense, pre-rendered content can mimic some of the functionality of a real-time system.

Finally, there is a need to address standards between systems. Currently, each vendor has a unique projector configuration, development platform and
imaging hardware. Some vendors support industry standard tools like 3D Studio Max for modeling and animation, and After Effects for compositing,
although the final media format is different for each system. That is, content created for one system can�t easily be used by another. This is especially true
when moving from real-time to offline or vice versa.

Perhaps a first step is to encourage vendors to agree on a common projector configuration. Then we can concentrate on common media formats and
production standards. One example of vendors working together was demonstrated at the most recent IPS conference in London where Sky-Skan and Evans
& Sutherland used the same projectors to showcase SkyVision and StarRider. While each vendor�s content was very different, at least they were somewhat
compatible at the projector level. This kind of cooperation is beneficial to both vendors and planetariums by expanding the library of available content that
can be presented in a theater.

Once there is a potential for projection compatibility it is necessary to address the source material and production differences between real-time and pre-
rendered systems. As an example, we�ll work through a prototypical visual sequence and highlight a few of the production considerations for both
architectures. Our storyboard snippet begins with the planet Saturn appearing on the limb of our dome and zooming up to rest at front and center. After
pausing for a moment, we move towards the planet, dip through its rings and fly on to Titan.

In a real-time environment, one would start by creating a sphere to represent the planet Saturn and a disk for its rings. This combination would probably
be modeled several times, each with a different level of detail (LOD). Because real-time systems are limited in the amount of detail that can be displayed in
any one channel, (one channel = one projector) it is often necessary to create simplified models to represent the object when viewed from a distance. While
zooming in towards the planet, we�d start with the simplest model and transition between the others as it got closer. The key is to develop models with the
minimum number of polygons necessary to achieve the desired effect.

Texturing the planet�s surface isn�t much of a challenge � one can find very accurate texture maps that will work nicely. The rings are a bit more
difficult. Designing a 2D texture for the rings as viewed at a distance is not trivial, but designing a series of textures to make the rings three-dimensional
when we move through them is downright hard. Unfortunately, a real-time system could not possibly handle a model of every individual clump of material
in the rings � and most real-time systems don�t support particle animation (an algorithmic method for generating lots of tiny objects without having to
explicitly model every single one). In this case you�ll most likely use a collection of flat polygons with custom texture and transparency maps.

Once all the models are complete and textured, they must be translated into the desired image generator format and downloaded to the IG and to a show-
control workstation. Once everything is �installed�, then comes the task of positioning models and preparing flight paths for both the objects and/or the
view camera. Those details are very system-specific and are beyond the scope of this article. In any case, once everything is roughly positioned and timed,
you�re ready to finalize the sequence and move on.

To replicate this same scene in an offline environment, you again start with basic models and textures. This time you don�t have to worry about level-of-
detail models and polygon counts (though these techniques can save you some rendering time). There are also a number of �special effects� that you can
add in the offline system not currently available with real-time. For example, you might develop a complex particle system to represent the rings where all of
the individual particles are moving independently and realistically with the proper gravitational effects. You might also add layering effects to the planetary
surface to simulate cloud layers. All these effects add rendering time, but they also add a stunning amount of realism to the finished sequence. Finally, the
tools for creating object paths and camera paths are far superior to most real-time show production software. Furthermore, in most cases you can do all of
your modeling, animation, and rendering in one software package, on one computer. Real-time often requires you to work with separate modeling,
animation, and control packages, and several different computer systems.

As you read through the following product reviews, keep in mind that the technological issues of all-dome video are just one small part of the equation.



Regardless of which system you may prefer from a technical standpoint, there may be larger, more difficult questions to pose:
� Can I afford it?
� Will it help further the goals of my planetarium?
� Will it help me reach my audience more effectively?
You should also consider the time and money you�ll spend on maintenance and production. Another important consideration is whether you have the

creative and technical talent on your staff to effectively use the system, or if you prefer to use external production houses and private consultants. Any full-
dome video system will more than likely require at least two, perhaps three full-time employees with very specific skill sets. The potential for these systems
is great, but they require a significant resource commitment.

SkyVision Product Review
This review does not constitute a recommendation nor endorsement for any product or company.

SkyVision
Sky-Skan, Inc.
51 Lake Street
Nashua, New Hampshire 03060-4513 USA
Contact: Steve Savage
office@SkySkan.com
 +1 800 880 8500
http://www.SkySkan.com

Evaluation Setup:
Cabletron, a large hardware vendor in the networking business, hired Sky-Skan, through a series of subcontractors, to produce and operate a

demonstration program for Cabletron at the recent Networld & Interop show in Atlanta, Georgia USA. The program was given in a small 27-ft (8.2m)
vacuum dome produced by ProDome (Antti Jannes & Co. in Finland). In addition, there was a Digistar II instrument, several moving-mirror incandescent
fixtures, and an infra-red sound system. As an aside, the seats were from an automobile manufacturer and were very comfortable! Sky-Skan also
demonstrates SkyVision in their 30-ft (9.1m) dome in Nashua.

SkyVision currently consists of six Barco video projectors (with outboard line quadruplers) for imaging on the dome. Five projectors form a continuous
horizon image, and the sixth projector forms a �cap� that fills in the zenith. Each projector was mounted underneath the springline of the dome. SkyVision,
as assembled in Atlanta, used Barco 801s projectors running at approximately 80% brightness. Sky-Skan also offers a high definition system called
SkyVision HR. Using the same configuration, this system makes use of six Barco 1209s projectors. The digital video workstations that feed the projectors
have an initial on-line video playback capacity of approximately 25 minutes and the native resolution for each frame of video is 1726 x 1296 pixels. This
yields an image resolution approaching that of an IMAX frame across the dome.

All of the projectors are accessed through the SPICE automation system and each can function as a stand-alone unit along with providing SkyVision
output. This makes the system extremely flexible when it comes time to incorporate more traditional video sources (e.g. laserdisc, DVD, and tape formats)
into a program.

Producing the images were six PC compatible computers, each with a compressed video output card. In addition, the �zenith� computer also had a
SMPTE timecode generator, and an additional card that delivered eight channels of digital audio for the show�s soundtrack. Each machine also had a
removable storage unit with a 9GB hard disk.

SPICE automation controls the SkyVision system, allowing programmers to search for and play from individual frames of video, and to play segments by
name. The six-computer configuration is fairly flexible, and may change in subsequent revisions of the system. One advantage of keeping all six computers
is that when it comes time to render new footage, you can have six processors working on the job.

In its current configuration, SkyVision supports two hours of online storage. That�s two hours of full-dome imagery without changing disk drives. There
are other storage options that can provide up to eight hours of online video if needed. Since the system uses removable technology, it is just as easy to swap
in a new set of drives for additional content. In any case, SkyVision content storage is very flexible.

SkyVision supports interactivity through Sky-Skan�s proprietary hardware/software combination, along with some creative pre-production. Since all of
the content is pre-rendered and stored to hard disk, multi-path programs (where the audience chooses various topical segments during the course of the
show) are quite simple to execute. In fact, when compared to laserdisc, hard disk based video can offer faster search times and more flexible control over
playback. More advanced forms of interactivity are also possible, though it may require some extra effort during pre-production to assemble all the content
in a meaningful way.

The production process for SkyVision is relatively straightforward; the magic is in the software. Sky-Skan has produced a clever production tool that can
take a computer image file and dice it up such that it can be displayed as a whole by the SkyVision projectors. You can use almost any image, though to
achieve full-dome video you will probably use a fish-eye lens (either real or virtual) to generate an appropriate hemispherical representation of the subject.

Perhaps the two most common ways of producing SkyVision images are via animation and compositing. When creating animated sequences, the renderer
is set up with a virtual camera that mimics a fish-eye lens. This compensates for the distortion that occurs when projecting onto a hemispherical screen. The
detail of an animated sequence is limited only by time and the sophistication of your rendering software. It is also possible to use video and film footage
shot in more familiar rectangular formats. Using a compositing tool (e.g. Adobe After Effects) one can stretch and position footage for use with SkyVision.



Note that since the date of this review, Sky-Skan has made progress on streamlining the SkyVision production process and has integrated additional content
development tools.

SkyVision Strengths & Criticisms
Probably the most important technical considerations to address are image quality, content production, and maintenance. The full-dome image generated

by SkyVision is surprisingly good, but varies with content. With proper alignment, the seams between projectors are nearly invisible. Depending on the
image being projected, sometimes the seams are not detectable at all. Projector alignment will drift with time, though, and will likely require regular
adjustments to maintain the best image. High-detail, natural footage such as Earth-bound panoramas seem to be more forgiving than some animated
sequences when it comes to detecting misalignments. Edge blending between the five horizon projectors is excellent. Edge blending inconsistencies
between the zenith projector and the others is much more noticeable. As with any multi-projector system, the �soccer ball� effect is unavoidable when
viewing large, bright, low-detail areas such as a daytime summer sky. (Keep in mind that this review was conducted in an inflatable dome, and it is nearly
impossible to accurately align multiple projectors in such an environment � actual installations provide much better results.) Given a bit more time, the
engineers at Sky-Skan say they can tune the image blending algorithms to minimize the visual impact. Content is perhaps the largest factor in evaluating
image quality. Some material looks absolutely wonderful on SkyVision, while other sources highlight its weak points. Our guess is that this effect has as
much to do with psychology and the human visual system as it does with the technical aspects of multi-image projection.

Some planetarians who have used large format video projectors may feel a bit underwhelmed by the brightness offered by CRT based systems, especially
in larger domes. Thankfully, this isn�t so much of a problem when using an all-dome video system by itself. That is, when the eye can�t compare between a
smaller, brighter projector and a larger, more dim image, the perceived contrast ratio is very high and the image appears to be quite acceptable. For mission
critical applications, the image brightness issue can be overcome by doubling the number of projectors, effectively having two projectors per frame and
having an instant backup for the theater.

It may occur that while producing an animated sequence for SkyVision, you spend all night rendering only to put the result up on the dome and find that
it�s not acceptable, for whatever reason. Careful planing and pre-production can minimize these troubles, but it�s still a fact of life. To help alleviate this
problem, one might do some production work in the dome itself, using one of the SkyVision projectors as a preview monitor. Then it is possible to adjust
colors, intensity, detail, alignment, etc. such that it looks best when viewed on the dome, rather than on a computer screen.

Perhaps the greatest strength of SkyVision is the ability to produce detailed, Hollywoodstyle imagery with well known tools. Granted, the time required
to render complex scenes is substantial, but it�s the realism that modern audiences demand. Another strength of SkyVision is that it takes a software
approach to solving projection geometry and overlap issues. This lowers the cost to the end user because software is easy to reproduce and upgrade and does
not rely on more expensive proprietary �black box� hardware.

SkyVision is offered in full and partial dome configurations.
The first SkyVision installation was unveiled at the Houston Museum of Natural History�s Burke Baker Planetarium on December 11, 1998.

StarRider Product Review
This review does not constitute a recommendation nor endorsement for any product or company.

StarRider�
Evans & Sutherland
600 Komas Dr.
Salt Lake City, Utah 84108 USA
Contact: Jeri Panek
jpanek@es.com
 +1 801 588 1000
http://www.es.com

Evaluation setup:
The Evans & Sutherland Digital Theater division has constructed a demonstration and development theater at their headquarters in Salt Lake City, Utah.

This theater features a 36-ft (11m) variable tilt Astro-Tec dome, Sky-Skan automation and sound reinforcement, a Digistar II digital planetarium, and a full
dome StarRider projection system.

StarRider is currently based on the ESIG (Evans & Sutherland Image Generator) and the PRODAS display system from SEOS. PRODAS consists of six
specially modified Barco CRT video projectors and a proprietary edge blending system to create a seamless dome image. The projectors are arrayed in a
five-segment panorama with a sixth projector filling in at the zenith. (This configuration is very similar to SkyVision, with some differences in projector
placement.) StarRider projectors normally reside in a cove space or projection gallery such that the front lenses sit just beneath the dome springline.
PRODAS comes with a rather elaborate remote control panel that is used to administer all aspects of projector setup and operation. Unfortunately, the unit
is not immediately compatible with any automation system; that functionality may arrive shortly.

With the addition of a video source switcher, StarRider can accommodate other input sources (e.g. laserdisc, DVD, SkyVision, and tape formats). Using
these alternate sources and some creative animation techniques, it is theoretically possible to create non-real-time content for playback on StarRider. It is
also possible to turn off the edge-blending hardware. In effect, this makes each projector behave as a �normal� Barco and provides six discreet channels of
video.



The graphics muscle behind StarRider is the Evans & Sutherland line of image generators. As previously mentioned, the current version of StarRider
ships with the ESIG � a proven technology that is used extensively in other E&S simulator product lines. StarRider is also available with the new Harmony
and Ensemble image generators, both from E&S. Ensemble will come in at the lowest price point, using custom PC-based graphics technology. Harmony
will offer the highest performance and image quality. Harmony uses several proprietary graphics engines to generate the six simultaneous video streams that
drive StarRider. The IG is based on a number of custom chip designs and runs under a specially designed real-time operating system which results in
unmatched performance. Harmony supports a number of breakthrough graphics technologies such as texture sharpening, real-time Phong shading, and a
multisample depth buffer. Suffice it to say that Harmony is a very complex piece of engineering that is still in its infancy. I strongly recommend that you
explore the E&S website if you�re interested in these and other technical details of Harmony.

FuseBox is the software product that controls the Harmony IG and integrates the entire StarRider system. FuseBox is a show production and show control
tool that brings together models, textures, and other assets, into a visual scripting environment. Show elements respond to system and user definable events
(e.g. time cues), and �paths� help define object motion. In addition, FuseBox is the hub of StarRider�s interactive capabilities. StarRider uses flight sticks
and an armrest keypad for audience participation. FuseBox is a rapidly evolving tool that is being tuned to the program development needs of StarRider. Its
learning curve is steep, but therein lies its power.

StarRider audio is handled by SawPro which is a commercial multitrack audio editor and playback system. SawPro can support up to 32 tracks of
simultaneous audio playback provided that you have enough sound cards in your host computer (a Pentium class system with at least 128Mb RAM).
SawPro is the SMPTE show source for StarRider and is triggered by FuseBox via MIDI. In case you�re wondering, a 20 minute show with six audio
channels requires about 650Mb of disk space if the material is stored at CD quality (44.1KHz sample rate, 16 bit resolution). As with most hard disk based
audio systems, there is no wait for tape rewinding and the system can instantaneously jump to any place in the soundtrack � quite a boon during production.

The production process for StarRider is somewhat complex. Each task, in and of itself, is not overly difficult, but each has its own separate challenges.
To begin, all of the visuals in a show must be modeled and textured. The modeling process can be done with tools like 3dStudio Max and MultiGen. The
challenge is to create models that will work well in a real-time architecture. Perhaps the most important point is that models should have low polygon
counts. In the process of creating textures, one must consider how colors will change when viewed on a large screen display, the effects of transparency,
along with the physical size and image complexity of the texture. There are substantial differences when modeling for offline or real-time systems.

Once all the assets are generated, the next step is to begin organizing and developing the show in FuseBox. Models are positioned and oriented in the
virtual world, given flight paths and other attributes, and events are timed to match appropriate script and score cues. During the course of production, one
must keep in mind the capabilities of the real-time IG. In order to maintain image frame rates, a limited amount of detail may be present in each of
StarRider�s six video channels.

StarRider Strengths & Criticisms
StarRider shares most of the basic technical challenges found in multi-projector all-dome video systems; image quality, content production, and

maintenance. StarRider�s image quality is a function of content, production technique, and projector tuning. Visuals must be well modeled, strategically
placed, and motion must be scripted with care. Harmony and the other E&S IGs are relatively forgiving technologies, but they do have limits when it comes
to the complexity and placement of StarRider visuals. Specifically, there is a limit on the amount of detail that can be displayed in any one channel of the IG
(recall that StarRider is a six-channel system � one channel per projector.) Furthermore, aligning and color matching the StarRider projectors is a
challenging process. In order to maintain the best image, the projectors will most likely require bi-weekly adjustments. It is important to note that when the
system is properly tuned, the resulting image is seamless and very pleasing to the eye.

Developing StarRider content requires a staff of creative and skilled professionals. The terminology and technical challenges of real-time are daunting.
There�s also a steep learning curve when it comes to the highly specialized software used to create and control models. Thankfully, one can use popular
software like 3D Studio Max to create models, but one must use FuseBox to manipulate them within the context of a show. Still, the very best StarRider
shows will be produced by those who have a firm grasp of real-time modeling concepts.

Perhaps StarRider�s greatest technical achievement is truly interactive production and presentation. Interactively placing and moving visual elements on
the dome is a relatively new production model and one that offers a tremendous amount of creative freedom. Furthermore, the real-time processing of
StarRider allows one to develop audience interfaces that are unique and robust.

StarRider is normally sold as a complete package with dome, projectors, Digistar II digital planetarium, sound system, interactive hardware, effects,
automation, and software. StarRider and Digistar II work well together on the dome, but they are wholly separate development environments. E&S currently
offers full and partial dome StarRider systems.

The first StarRider installation was unveiled at Chicago�s Adler Planetarium on December 4, 1998.

ElectricSky Product Review
This review does not constitute a recommendation nor endorsement for any product or company.

ElectricSky�
Spitz, Inc.
PO Box 198, Route 1
Chadds Ford, PA 19317 USA
Contact: Jon Shaw
jshaw@spitzinc.com
 +1 610 459 5200



http://www.spitzinc.com

Evaluation setup:
Spitz has several demonstration domes at its headquarters in Chadds Ford, Pennsylvania. ElectricSky� is currently housed in their 40-ft (12.2m) dome

(10 degree tilt). The theater also showcases a Spitz planetarium instrument, Spitz�s new ATM-4 automation system, and a full complement of all-sky and
special effects projectors.

ElectricSky is offered in several configurations. To be more correct, ElectricSky is a member of a family of products called ImmersaVision�, an
immersive multimedia theater system developed by Spitz. All-dome (immersive) video is just one aspect of ImmersaVision. Currently, the most extensively
supported suite of products include ElectricHorizon and ElectricSky. For this review, we are taking a look at Electric Sky as configured with three
projectors providing a 200 x 60 degree field-of-view. Spitz also offers a four-projector system (panorama with top-cap) and a seven projector full-dome
array. ElectricSky uses newly-developed Electrohome dome projectors with advanced geometry correction and edge blending technologies from Panoram.

The entire system is integrated within the ATM-4 automation software, allowing random video source selection, routing, and output format. ElectricSky
provides support for CRV, laserdisc, DVD, tape, digital disk recorders, and workstation source material. ATM-4 also automates the edge blending hardware
such that blended and non-blended source can be displayed within the same program.

Spitz developed a 10 minute demonstration program to showcase the ImmersaVision format. The first performance was delivered from a trio of CRV
discs, and the second from DVDs. Without a side-by-side comparison, it�s difficult to see any differences between the two source formats; both were of
excellent quality. Spitz is also exploring hard disk based storage options with an eye toward an integrated media server. Recording source material to a CRV
disk is relatively simple, but the disks hold less than a half hour of video per side. On the other hand, DVDs hold much more content but are currently
somewhat expensive to create. Keep in mind that almost any video playback format can be used and the folks at Spitz seem to be generally flexible in
supporting customer-preferred equipment.

Audio can originate directly from the playback devices or from a separate digital tape or disk recorder. ElectricSky uses the 5.1 surround sound standard
from either encoded source or discreet channels. The ElectricSky specification outlines a complete theater treatment for sound reproduction, including
speaker types, placement, and reinforcement hardware.

ATM-4 automation controls all aspects of ElectricSky through a new Windows interface. ImmersaVision content is treated as a single playback system
with a standard set of control options. In addition, ATM-4 supports interactivity via proprietary hardware (audience responders) and integrated software
control. Like any other pre-rendered architecture, interactive and multi-path programs require a bit of pre-production effort. Any time the audience is given
a choice, two or more separate bits of content must be generated and stored for real-time retrieval during the program.

The production process for the ImmersaVision format is greatly simplified through the use of a number of custom utilities and plug-ins that work with
off-the-shelf production tools like AfterEffects, and Photoshop. In addition, Spitz has developed a special plug-in for the popular program 3D Studio Max,
called ImmersaMax, used to generate CG content for ImmersaVision.

ImmersaVision content can originate from a number of different source material formats including film, video (HD and NTSC), panoramic and
hemispherical video and film, computer graphics, and still images. In each case, a producer can chose the form of spherical correction, if any, that needs to
be applied to the source material to ensure that it is displayed correctly on the dome. Spitz is the only manufacturer that offers the ability to set an eyepoint
when correcting materials for display on a dome. That is, every other system assumes that the viewer is seated in the very center of the theater, which is
usually the location of the planetarium instrument. With Spitz�s utilities, you can create a view that is better suited to your particular theater layout.

Because ElectricSky uses hardware edge blending there are a number of other image sources that can be considered. For example, you can connect a
desktop PC/Macintosh to the system, displaying the computer desktop across three full projectors. ElectricSky can also be driven by multi-channel
visualization systems (from Silicon Graphics, Intergraph, HP, etc.), and other real-time image sources. This is a tremendous advantage during production
because you can test source material without having to split it up into three separate frames and then apply soft edges for display. In the case of ElectricSky,
just open a window containing an image with the correct aspect ratio and you�re done! One might also imagine playing video games on this enormous
display, or perhaps seeing every cell in a large spreadsheet. The possibilities are quite exciting.

ElectricSky Strengths & Criticisms
Spitz�s video panorama and ImmersaVision projection format are more than a collection of software and hardware. In developing these technologies,

Spitz spent a great deal of time researching large-format immersive displays. What they�ve come up with is an extremely flexible system that can
accommodate a diverse range of source material and a production and presentation philosophy that is based on the science of visualization. Of all the
systems reviewed thus far, Spitz has demonstrated the greatest amount of technical flexibility and product forethought.

Spitz blends their video projectors with a 25% overlap, which is a bit more than the other manufacturers use. This larger overlap seems to have a positive
effect on the resulting image, giving the very best color blending, and absolutely seamless geometry blending. Spitz also uses a circular top-cap, reducing
the edge-blend artifacts that can be quite harsh in a pentagonal cap (a la SkyVision and StarRider).

Like SkyVision, ElectricSky production uses mostly off-the-shelf tools and popular software packages for the manipulation and generation of content.
Spitz, however, has developed additional custom utilities that allow an illustrator or animator to use virtually any software package for content creation,
even if that software doesn�t support spherical rendering or custom image warping! The other tremendous advantage to ElectricSky is the ability to preview
content on the dome without having to split images and pre-blend. In fact, you can use ElectricSky as a working desktop and produce images right on the
dome.

Spitz is currently focused on the three-projector ImmersaVision format, with a sound philosophy and research to back up their development efforts. They
are working to build more support for their full-dome video product, though Spitz did not demonstrate full-dome capability during the review. There�s no
doubt that a tremendous amount of content can be effectively displayed within the ImmersaVision format. A planetarium, though, implies a complete



hemisphere and sometimes it�s necessary to exploit the full dome for maximum effect. Bear in mind that full-dome configurations can be much more
expensive, and they require more complex production techniques. There is a clear trade-off and a planetarium�s choice may depend on cost, support,
production and maintenance issues. Formats like ImmersaVision provide a cleaner, more uniform image than full-dome, are easier to maintain and operate,
and provide a very dramatic effect when used well. It�s not an easy decision.

The first ElectricSky theater was unveiled at the Northern Lights Centre in April of 1997. The Northern Lights Centre is located in Watson Lake, Yukon
Territory, Canada.

VisionDome Product Overview
This overview does not constitute a recommendation nor endorsement for any product or company.

VisionDome�
Alternate Realities Corp.
Durham, NC USA
Contact: Kenneth Galluppi
Kgallupp@ix.netcom.com
 +1 919 217 1497
http://www.virtual-reality.com

VisionDome is a system for projecting full-color, full-motion graphics, created and manipulated in a 3-D computer environment. The technology is most
similar to that of StarRider, but instead of using several video projectors to cover the dome, VisionDome uses a single projector and fish-eye lens to achieve
a full-dome image. VisionDome is a real-time architecture that shares many of StarRider�s strengths and content development challenges.

Alternate Realities Corporation is located in North Carolina�s Research Triangle Park, nestled between the cities of Raleigh, Durham, and Chapel Hill.
Morehead Planetarium proved to be a convenient, yet challenging test for their system in an actual, working planetarium theater. (Until that time they had
limited their activities to using the technology in a small, demonstration dome as a stand-alone system.) Besides the challenges of positioning the projector
off-center, such a demonstration would test the ability of the system to project images over a much greater distance. Both the VisionDome and Morehead
staffs were initially skeptical about how well the system�s images would hold up projecting onto a 20.7-meter (68-foot) dome, but felt, nonetheless, that the
challenge would be informative in evaluating VisionDome�s capabilities and limitations.

After a couple of preliminary visits to evaluate the Morehead theater environment, and to arrange for an adequate electrical power feed, the VisionDome
team arrived to conduct their test. Their equipment included a 3-D graphics workstation and image processor; a high-intensity, high-resolution
video/graphics projector; a specially-designed optical assembly for the 180-degree projection; and a large, makeshift wooden stand for the projector.

On �test day�, equipment setup was completed within only a couple of hours of arrival. The large projector had been placed on its stand, the long optical
pipe � complete with integral fisheye lens � was mated and aligned to the projector, and the graphics workstation and processor was up and running. A
few moments later, the first VisionDome images were being drawn. A variety of different images were displayed during the test, including fractal-style
images, a graphical Space Shuttle launch, and a DNA double helix, among others.

The initial results were encouraging with a number of images that showed a surprising degree of sharpness and clarity. Motion of the manipulated
�objects� was relatively smooth, with very little jerkiness evident. Objects were projected with a variety of background colors, but the best results were
obtained when objects were placed against a black background.

Of course, it was assumed that there would be difficulties associated with the Morehead test. Some of the images displayed during the test were quite
�soft� in appearance. The VisionDome people said this was because they were testing image-sequences of a variety of resolutions. It was obvious that only
the higher-resolution images would be applicable for all-dome use. There was some distortion visible in the images, taking the form of the image appearing
to rest atop a curved void of black extending about 75 degrees in azimuth and about 10-15 degrees in altitude at the void�s apex. The VisionDome folks
attributed this effect to an incorrect mechanical adjustment between the projector and the lens pipe. They explained that this would be easily correctable by
re-machining the shim-plates between the two components. However, the good news was that the distortion that would normally be encountered by
projecting images off-center is easily corrected by loading a computer algorithm into the graphics processor.

The main limitation seen during the test was Morehead�s large dome-size, which lowered the brightness, contrast, and overall color-saturation of the
images. In addition, Morehead�s white, high-reflectance dome further reduced the overall contrast of many images � particularly those incorporating non-
black backgrounds � because of �cross-bounce�. (This is a phenomenon familiar to all-dome film people, and is why such theaters have gray domes to
reduce the overall reflectance, and thus, the cross-bounce effect.) Both the VisionDome and Morehead personnel suspected that lowered brightness,
contrast, and color would be negative factors in the test, but were, nonetheless, pleasantly surprised that the images �held up� as well as they did. However,
because of these limitations, VisionDome, as currently configured, is not optimized for large-dome applications. And given the need for lowered dome
reflectance, the system is probably best suited for domes roughly 12-meters (40-feet), and smaller.

VisionDome Strengths & Criticisms
As with most of the systems under review, content for VisionDome is a primary concern. VisionDome�s graphics workstation and application software

appeared to be quite functional. However, since there is currently little in the way of appropriate ready-to-go graphical sequences for the system �
particularly those which are astronomical in nature � the burden appears to rest primarily on the shoulders of the end-user. Facilities considering
VisionDome or any other similar graphical system for the planetarium must consider the issue of content availability. With a trend toward smaller staffs in



planetariums these days, many facilities may be hard-pressed to create original images for use in programs, given the staff-time and expertise needed to
generate even the simplest 3-D objects and manipulated sequences. To that end, Mr. Galluppi and the engineers at ARC are interested in approaching the
planetarium community as a potential market and looking for artists/designers to develop visual content.

The Morehead demonstration should be looked at as a worst-case scenario. Not only was the dome extremely large, but the system was tested with an
older generation of video projector. Newer projectors from the same manufacturer can produce brighter, sharper images at higher resolutions. The greatest
potential for VisionDome is in smaller theaters where the image can be most effectively used.

Alignment and color balancing with VisionDome is greatly simplified since there is only one projector and one lens. There are no bright spots, overlap
areas, or other alignment headaches to deal with. While the system is not maintenance-free, it is much less expensive to own and operate.

An ideal partnership would probably be to install a VisionDome system into a college or university planetarium where staff and students could make use
of it as a visualization platform and showcase for student graphics work. VisionDome is available in a number of configurations and price-points.

Questions and comments regarding these reviews should be made directly to the respective vendor or to the IPS Technical Committee:
Kevin Scott
IPS Technical Committee Chair
The Renaissance Center
Suite 400
719 East College Street
Dickson, TN 37055
+1 615 446 1985
kevin@rcenter.org

Originally published in The Planetarian, Vol. 28, No. 1,  pp. 25-33, March 1999
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Large-Scale Immersive Displays
in Entertainment and Education

Ed Lantz
Spitz, Inc.

Abstract.  Large-scale immersive displays have an established history in planetaria and large-format film
theaters.  Video-based immersive theaters are now emerging, and promise to revolutionize group entertainment
and education as the computational power and software applications become available to fully exploit these
environments.

Requirements for an effective visual display are developed.  Limitations of commercial projection and image
generation technologies are discussed and improvements are suggested.  Trade-offs between flat, cylindrical, and
spherical projection screens are discussed.  Recent work is presented in group telepresence and interactive VR
Cinema.  Ongoing issues include group interactivity paradigms, show production tools, and the need for research
establishments to disseminate compelling source material to public venues.  Research topics are suggested in
Human Factors, Virtual Reality, Computer Graphics and Display Engineering.

Entertainment and Education

Large-scale immersive displays have been in use
since the first Zeiss planetarium in 1926.  The
popular IMAX® Dome format, first demonstrated
in 1973, utilizes 70mm film with roughly
5000x4000 line resolution on a dome screen.
Simulator rides utilize 35mm or 70mm film
projected onto partial dome screens.  Over 2500
dome theaters are now in place worldwide.

Immersive displays utilizing wrap-around screens
are well suited for public presentations as they
require no special viewing skills, unlike other VR
technologies such as head-mounted displays [1].
Emerging video-based immersive theaters are
capable of providing real-time experiences for large
groups including guided tours through popular
virtual environments, virtual sports, group
telepresence and interactive simulations[2].

Entertainment and informal education applications
result in display requirements which differ from
visualization systems research or collaborative
design.  Such applications include traditional
planetaria, science centers, aquariums, zoos,
corporate theaters, visitor centers, location-based
entertainment and community special-venue
theaters.  Emphasis is placed on the overall quality
of visitor experience.  The entire theater is intergral
to visitor experience, of which the information
display is but one element.  General theater design
considerations include the following.

•  Transparency - The theater is designed to
“disappear” during the presentation by using dark
and non-obtrusive finishings.  Projection systems
and computer equipment are hidden from view and
acoustically isolated.  Visual cues associated with
the projection surface are minimized (i.e. seamless
projection screen).

•  Comfort  - Seating is arranged to assure good
sight lines and comfortable viewing for extended
periods.

•  Geometry - Since an entire group cannot
simultaneously occupy the ideal eye-point of an
immersive display, a projection geometry must be
adopted which has a graceful degredation in
orthoscopy as the viewer moves off-axis.
Geometry should be “acceptable” from all paid
seats.

 Immersive video “digital dome” theater
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•  Interactive Ergonomics - Whatever method is
used for group interaction with the immersive
experience must be easy to learn, simple to use and
accessible to a wide range of skill levels.

•  Audio - Theatrical surround audio is common to
all modern theaters and is key to a compelling
experience.

•  Realiability and Maintainability - Theaters must
operate cost effectively.  This requires minimizing
down-time and equipment maintenance costs.

•  Throughput - Special venue theaters require
ample seating and virtually no visitor training for
an enjoyable experience.  Emphasis is on providing
sufficient visitor throughput to recover capital and
operating costs.  Immersive displays such as the
CAVE™ do not provide an attractive economic
model due to their low throughput, high cost and
specialized staff requirements.

Immersive Projection Screens

Consider the field-of-view (FOV) produced by a flat
projection screen.  The FOV is proportional to
twice the arctangent of the screen height or width.
As the screen is made larger (or the viewing
distance reduced), the FOV apporaches a limit of
180 degrees.  The next progression is to a
cylindrical screen with a vertical rotational axis.
An image projected onto a cylindrical screen
provides a full 360 degree horizontal FOV.
Vertical FOV, however, remains limited to 180
degrees even for an infinitely tall screen.

Another approach for attaining a wide field-of-view
is to utilize a polygonal screen configuration such
as a cube or dodecaherdon.  However, polygonal
screens such as the CAVE, which employs a cubic
configuration, do not provide a graceful degredation
in orthoscopy as the viewer moves off-axis.  The
discontinuities inherent in polygonal screens have
therefore limited their use to a small number of
special venue theaters.

Dome screens offer a wide FOV with the
possibility of nearly full visual immersion.  High-
quality dome screens are readily available ranging
from 3 meters to over 27 meters in diameter.
Dome screen projection surfaces are typically
formed by compound-curved, perforated, powder-
coated aluminum panels.  The perforated projection
surface allows airflow from HVAC to penetrate the

screen and also affords a degree of acoustic
transparency.  Ambient sound can therefore
penetrate the screen and be absorbed rather than
reflected (and focused) back into the theater space.
Also, loudspeakers can be freely placed behind a
perforated screen.

Screen diameter is often driven by the required
seating capacity.  More seats can be placed in a
given dome if a greater compromise in visitor
experience (i.e.greater geometric distortion) is
tolerated.  In general, smaller domes (<10 meters)
provide undesirable visual cues that one is viewing
a screen surface.  This is probably due to a
combination of visual accommodation (focusing)
and binocular disparity (stereopsis) for varying
screen distances as occurs with eye motion.  Any
imperfections in the dome surface, such as visable
seams or perforations, also contribute to a loss of
realism.  Small simulator domes avoid this by
placing the viewer(s) within a small viewing
volume near dome center and using a solid screen
surface with specially finished seams.

Surface reflectivity is a critical issue with curved-
screen theater design.  Image contrast can be
degraded due to the “integrating sphere” effect
caused by light scattered from a projected image
back onto another portion of the curved screen.  A
bright image can therefore “wash out” the entire
screen if the screen reflectivity is too high.  Two
solutions exist for this effect.  Some dome
simulator systems employ screen “gain,” an
increased specular reflectivity with respect to a
Lambertian surface which scatters light equally in
all directions [3].  This narrows the range of angles
reflected from an image to cover the primary
“viewing volume,” the volume containing the
viewer’s head, and not the screen itself.  Drawbacks
to this approach include difficulty edge-blending
multiple projectors and a reduced seating area.
Screen gain has successfully been employed in
training simulators and 3D simulator rides such as
Imax’s Race for Atlantis in Las Vegas.  The
polarization-preserving properties of a high-gain
screen surface make it crutial for polarized 3D
projections [4].

Another method for increasing contrast is to reduce
the screen reflectivity using a neutral-density
powder-coat.  Since scattered light requires at least
two screen reflections to reach the viewer’s eye, the
scattered component is proportional to the square of
the reflectivity R, which is always less than one.
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The image brightness itself is subject to a single
reflection and is attenuated by R.  Contrast is
therefore improved at the expense of overall image
brightness.  It is useful to note that the exact
degredation of contrast due to cross-scattering
depends on the nature of the image being projected.
The percieved contrast of a projected starfield, for
instance, is not appreciably improved by lowering
reflectivity much below 0.5 (50%).  However,
domes made for film projection often employ dome
reflectivities of 0.3 or less.

Projection Techniques

The projection of extreme wide field-of-view (FOV)
images is problematic.  It requires, for instance,
over 400 million pixels to cover a hemisphere with
eye-limited (1 arcmin) resolution [5].  In contrast,
the 1080i high-definition video format provides
only 2 million pixels.  A more practical approach
would be to require the equivalent resolution of a
72 dpi monitor viewed at 0.6 meters (2 feet), which
is 4 arcminutes under ideal conditions.  The 4
arcminute requirement reduces the hemispheric
coverage to 30 million pixels, still out of reach for
any single projector.  Even the popular IMAX®
Dome format, which is not a full hemisphere,
provides perhaps 12-20 million pixels for a
stationary image [6].

A modern 9-inch CRT video projector can provide
up to 2500x2000 addressable pixels, resulting in a
5 million pixel image.  Higher resolutions will be
possible with the new 12-inch projectors.
However, physical limits will soon be reached on
signal bandwidth and optical resolution.  Arrayed
projection avoids these limits by using multiple
arrayed (mosaicked) video projectors which are edge-
blended (stitched) to seamlessly reconstruct the
original high-resolution source [7].  Extreme high-
resolution displays are possible using this
technique.

The success of arrayed projection depends in part on
the technique used to edge-blend adjacent images.
Soft-edge masking can be performed quite easily
using an alpha-channel.  However the monochrome
alpha-channel affords no custom control of
individual color layers.  In practice, the gamma
response of each projected color is slightly different
requiring different edge-blend settings on each color
component for optimal performance.  Separate red,
blue and green edge-blend masks must be created
interactively for each installation and maintained as

the projection source ages.  Outboard electronics
with a dedicated user interface are typically
employed in such applications [8].

Projector deviations from ideal gamma performance
can limit achievable edge-blend quality.  The blue
phosphor in CRT projectors, for instance, has a
gamma response which deviates significantly from
other phospors and requires linearization circuitry.
If a color saturates, for instance, the edge-blend for
a bright image will require different settings than
for a dim image.  Precice gamma correction is not a
high priority for projector manufacturers.  Neither
is matching the color balance and gamma response
between two projectors.  Creating an acceptable
edge-blend is currently more of an art than a science
due to a lack of control over these factors.  The
commercialization of arrayed projection systems
will ultimately require auto-calibration features for
edge-blending and projector geometry.

Six rendered views are mapped and blended onto dome
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Geometric mapping is required to transform a two-
dimensional view-plane raster image into a
spherical or cylindrical section.  Accurate image
mapping is a critical issue for arrayed dome
projection, as an effective edge-blend requires pixel-
accurate overlap of adjacent frames over a
compound curved projection surface.  Any
mismatch between frames creates a degredation in
resolution performance within the edge-blends.

Two common techniques for mapping are image
warping in the image generator and raser warping in
the video projector.  CRT projectors have geometry
correction circuits which are incredibly flexible.
Fixed-panel projectors such as the DLP or LCD are
not capable of image mapping and therefore place
extra demand on the image generator.

An interesting trade-off exists in system design.
The edge-blend width typically ranges from 1-25%
of the frame width.  A wider edge-blend region
increases the eye’s tolerance to adjacent projector
color mismatch due to the gradual color change.  At
the same time, however, the wider blend area is
more demanding on projector alignment over a
larger area and requires more redundant pixels to be
rendered per channel.

Display brightness and contrast performance are
also critical factors for an effective presentation.
The eye’s sensitivity to color degrades with
decreasing image brightness.  CRT projectors,
while they offer the greatest flexibility in geometric
mapping and scan rates, are the lowest brightness
of all projector types.  A typical 9-inch CRT
projector provides a brightness of 240 lumens
while a high-end light-valve projector currently
tops out at around 6000 lumens - 25 times brighter
at only five times the cost.  High contrast is

required to produce effective edge-blends under dark-
frame conditions and to project over stars in
planetaria.  Unfortunately, either brightness or
contrast are presently limited by available display
technologies.  It will be some years before video
can match the quality of large-format film [9].

Recent Work

Several companies have recently announced large-
scale immersive video-based theaters for real-time
3D presentations.  The first public installation was
the Spitz ElectricHorizon™ VR Theater, a
temporary experimental theater tested last year in
Pittsburg’s Carnegie Science Center [10].  This
theater seats 32 persons on an inclined seating deck
and includes 3-button responder units for audience
interactivity.  The screen is a 200° horizontal by
60° vertical FOV partial dome with an 8.5 meters
diameter.  The image is produced by three edge-
blended Electrohome Marquee™ 9500 projectors.
Image generation is provided by a single-pipe
Onyx® Infinite Reality feeding three SVGA video
channels.

200° x ±30°
Perf. Aluminum
Dome Screen

Video Projectors

Seating
Deck

Right Front
Speaker

Enter

Exit

Audience
Responders

Left Front
Speaker

Right Rear
Speaker

Left Rear
Speaker

Curtain and
Soundproofing

a) Top view

b) Side view

Console
SGI Onyx

The opening show, ROBOTIX Mars Mission, was
developed by Carnegie Mellon’s SIMLAB and
funded by Learning Curve Toys of Chicago, IL.
The show depicts a mission to the planet Mars
based on Learning Curve’s ROBOTIX toys and

Typical image mapping
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NASA Mars data sets.  This project revealed
numerous challenges to be overcome in the
commercialization of IPT for entertainment and
education.  While compelling, the quality of a
video-based display projecting real-time 3D images
simply cannot match the image quality and
photorealism that people have come to expect from
special effects in film.  The success of these
theaters will hinge on the creative use of audience
interactivity to differentiate them from similar film-
based theaters.

A second project last July converted the
ElectricHorizon theater into a telepresence
command station for Nomad, a robotic explorer.
Nomad was designed by Carnegie Mellon’s
Robotics Institute and tested in Chile’s Atacama
Desert in conjunction with NASA Ames.  A live

feed from Nomad’s “panospheric” camera was
displayed in real time for audiences at the science
center.   The camera provided a 360° FOV image
which was remapped onto the immersive display by
the Onyx.  Although the frame rate was slow, since
the remapping occurred in real time the audience
was able to smoothly rotate the camera view using
their responder buttons.

Passive video playback systems avoid some of the
pitfalls and expense of experimental real-time 3D-
based theaters.  Last year Spitz installed their first
ElectricSky™ theater in the town of Watson Lake
within Canada’s Yukon Territory.  The Northern
Lights Centre is a unique multi-use, multi-format
special venue theater which employs a partial dome
panorama similar to the ElectricHorizon format.
Feature shows are pre-rendered from 3D computer
graphics, film and video, heavily composited in
post production, and played back from three line-
interpolated NTSC sources.  Other activities at the
Centre include licensed DVD films, video game

tournaments, and laser shows.  While this system
does not employ high-end real-time 3D image
generation, it is easily upgraded for this capability.
Numerous such theaters will be installed in coming
years, both with and without real-time capabilities,
and will provide a new venue for anyone producing
visually compelling virtual environments and
immersive content.

Content Development

Much of the content for virtual environments is
produced by the commercial simulator and academic
communities.  The cost of developing a large
volume of immersive experiences is too much for
any one corporate entity to bear.  If these new
theaters are to thrive it will be a collaborative
effort.  There needs to be a pathway for the
dissemination of interesting and informative models
and simulations into these public venues.

A satisfying theatrical experience hinges on the
presentation of a compelling show or interactive
experience.  Regardless of how novel and
informative graphic content may seem, if it is not
woven into an interesting story it will probably fall
flat.  For this reason it is important to involve
media professionals in any serious attempt to
develop entertaining shows for IPT systems.  Early
projects will help define successful show
production models and storytelling conventions for
immersive programming.

Our experience has taught us that the rules for IPT
presentations go well beyond those of conventional
media.  The possibility of inducing motion
sickness, for instance, requires close attention [11].
While simulator rides exploit this effect, their
duration is seldom more than several minutes.  If

Realtime panoramic image from Nomad
robot at Carnegie Science Center

ElectricSky video panorama
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the desire is to convey information, immersive
visuals might in fact prove to be a distraction in
some cases.

Another important issue in the commercialization
of IPT is the development of user-friendly content
production tools.  Numerous tools exist for digital
film and video production along with armies of
trained professionals.  Visual simulation is a
highly specialized field with only a handful of
experts and specialized software.  This is changing,
however, with the advent of real-time 3D computer
games.  Immersive multimedia productions will
likely hybridize tools from the film and video,
visual simulation and 3D video game industries.
An immersive production environment would
ideally be capable of handling any input format
including live action film or video, HDTV, and pre-
rendered animations.

One issue that remains open is the best means for
involving the audience within an interactive,
immersive experience.  Pushbutton responders
leave a lot to be desired. Group “majority rules”
interactive experiences are not nearly as compelling
as one-on-one video games.  Even
multidimensional controls such as joysticks do not
provide a personal involvement in show outcome.
Early systems will likely employ a trained
navigator or “tour guide” to control the viewpoint
for the audience.

Research Topics

Large-scale immersive video-based theaters are
finding applications in numerous special venues
including planetaria.  As the installed base of
theaters increases, the need for compelling content
and product developments will increase as will
available funding.  University research is expected
to play a major role in the commercialization of
IPT.  Therefore this paper concludes with
suggestions for IPT research.

IPT opens the doors for unique work in Human
Factors Engineering and Psychophysics.  The wide
instantaneous field-of-view provided by IPT can be
used to study the opto-vestibular response and other
phenomena relying on peripheral vision [12].  The
concept of presence may have to be revisited.  If
Information Visualization scientists better
understood how the brain processes wide-field
imagery then the increased visual bandwidth of IPT

could be more fully exploited for information
communication and navigation.

It is important to characterize edge-blend
performance based on factors such as gamma
linearity and gamma matching between projectors,
color balance, and geometric alignment. It is
difficult to develop specifications for projector
gamma linearity without knowing the sensitivity
of the eye to deviations in linearity for an edge-
blended image. Robust test patterns for display
performance testing are required.  It would also be
useful to evaluate various projector types for
fundamental limitations in key areas important to
edge-blending such as gamma linearity and color
balance.

A major stumbling block is the lack of innovation
in group interactive paradigms and hardware
interfaces.  Perhaps the most interesting work
being done in this area is by Rob Fisher of the
Studio for Creative Inquiry at Carnegie Mellon in
conjunction with Cinematrix.  Rob is creating a
new research facility for the purpose of studying the
educational effectiveness of group interactive
technology.  Topics include portraits of audience
behavior designed to reveal features like emergent
behavior, group dynamics, nearest neighbor effects,
and changes in response time.

Immersive theaters will never succeed without a
constant stream of compelling content.  Quality
content is needed now to demonstrate the viability
of these theaters and to jump-start the market.

Renaissance painter Leonardo da Vinci considered
natural perspective to be spherical [13].  Currently
images are rendered as view planes and then warped
or mapped to a cylinder or sphere.  Practically every
rendering engine in existence is based on planar
perspective projection.  It would be interesting to
examine the possibility of a spherical rendering
engine. Such a renderer would operate in polar
coordinates and would require an efficient means of
mapping multi-resolution images to a sphere
[14,15].
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ElectricSky™ Immersive Multimedia Theater
Ed Lantz, Product Development Mgr.

Spitz, Inc.

Abstract

A new vision is emerging for planetaria.  We soon will be able to graphically control the entire
surface of a dome screen, in real-time, with high-resolution images from a variety of sources -
synthetic, remotely sensed, filmed, hand painted or drawn, videotaped and photographed.  This
new video technology transforms the planetarium into a general-purpose immersive visualization
environment or “digital dome.”  Digital domes breathe new life into planetaria and empower
planetarians to educate and inspire in a way that no competing medium can.  Spitz’s ElectricSky™
theater, the first of these new facilities, is a proven multi-use, multi-format theater.  ElectricSky
supports a variety of community-based activities including corporate galas, video game
tournaments, movie theater presentations, concerts, multi-media/web presentations, interactive
3D programming and laser shows in addition to traditional planetarium presentations.  Digital
dome theaters will enable planetaria to disseminate the latest scientific discoveries to a
sophisticated, media-savvy public.

Back to the Basics

There is an ongoing debate regarding the utility of planetaria in today’s world.  Astronomical
images are adequately presented and discussed in television documentaries.  Films such as the
Star Wars and Star Trek series have entertained millions with futuristic visions of deep space.
Desktop computers running inexpensive software simulate the celestial sphere with pinpoint
accuracy.  And stunning panoramas of Mars are downloaded by millions directly from NASA’s
website.  Aside from philanthropy, how do we justify the cost of building and maintaining a modern
planetarium?

To help answer this we revisited the original purpose of a dome theater: to simulate spatial
presence.  A spherical image provides the greatest visual field-of-view of all projection surfaces,
nearly filling the viewer’s retina[1].  Such images have a powerful psychological impact on our
sense of space and balance, the opto-vestibular response.  Images mapped onto a dome surface
therefore induce the greatest “sense of presence” of all presentation media.  Planetarians have
recognized this for many years, resulting in a plethora of full-dome special effect devices to exploit
immersivity by “working the dome.”

Film formats can cover a dome with all-sky images.  No such format has been available for video,
however.  Video is directly compatible with electronic information and graphics formats and has a
fast production turn-around time making it ideal for planetarium applications.

ImmersaVision™ Video Panorama

Spitz has pioneered a new format for dome video production called ImmersaVision™.
ImmersaVision is a universal, open and evolutionary format for full-motion spherical video
productions.  Its simplest and most robust embodiment is ImmersaVision 10:3, a partial-dome
cylindrical panoramic format.  As shown below, ImmersaVision 10:3 maps a rectangular frame
with a 10:3 aspect ratio onto a spherical section which is 200 degrees horizontal by 60 degrees
vertical.  Prior to projection the panorama is broken into three overlapped sub-frames.  Standard
D1 video (CCIR-601) sub-frames (720x486 pixels) results in a 1800x486 pixel frame. Each sub-
frame is soft-edge masked and spherically warped so they blend seamlessly on the dome to
reconstruct the original panoramic frame.  With digital video playback and processing, the result is
a visually compelling, full-color wrap-around video image - an exciting new medium!
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Fig. 2 - Dome Coverage of ImmersaVision Video Panorama

Two techniques are available for performing the edge-blending and spherical warping.  The first
and most obvious approach mimics the process used for all-sky multi-image projections.  We call
it pre-rendered edge-blending and mapping, or pre-blending.  Each video frame is digitized, and
using a custom Photoshop plug-in, an edge-blend mask is applied to the image.  The plug-in also
applies spherical warping according to the particular dome geometry.  Pre-blending requires show
customization to a particular projector type and dome geometry for best results.

The second technique is used in most flight simulators which employ CRT projectors.  Edge-
blending is applied in real-time using an electronic video edge-blend processor[2].  Spherical
mapping is also applied in real-time using a special CRT dome video projector which allows
extreme geometric correction.  The result is a better edge-blend and a more flexible, general
purpose system.  The edge-blend is better because it is adjusted interactively to achieve the ideal
blend for a given theater configuration.  As CRTs age, the edge-blends can be maintained to look
their best.  And because the edge-blending and mapping occur in real-time, the additional
expense of pre-blending is avoided.  This also allows a real-time image to be projected across the
entire panorama, such as a computer desktop or a panoramic video camera.  This feature is
crucial for a true multi-use facility.
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Fig. 1 - Cylindrical equidistant mapping for ImmersaVision 10:3
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Spitz is presently recommending pre-rendered systems for theaters with smaller budgets who are
more concerned with playback-only operation.  Systems using real-time blending can easily
accept pre-blended material and can actually switch modes under automation.  Shows which are
produced using the ImmersaVision format can be adapted to either system.  This is because
ImmersaVision is a spherical format which is independent of projection means.

Higher resolutions are easily obtained up to the maximum projector bandwidth and scan
frequency (2500x2000 addressable pixels for CRT graphics projectors).  Greater dome coverage
is possible by adding more projectors, allowing up to a full hemispheric video display.

ElectricSky™ Theater

Spitz has combined the ImmersaVision Video Panorama with all-sky multi-image, a standard star
projector, dome laser projection and standard digital audio (5.1 format) to create a powerful
immersive multimedia theater format called ElectricSky.  The first ElectricSky theater was sold to
the Town of Watson Lake in the Canada’s Yukon Territory.  In its first year of operation, Watson
Lake’s Northern Lights Centre has become on of the Yukon’s largest tourist attractions.  Offerings
include feature shows on the Northern Lights, laser shows from Laser Fantasy, feature films from
DVD, and Saturday morning video game tournaments on the dome.  Multi-use capability has
contributed to the success of this remotely located theater.

The philosophy behind ElectricSky is to exploit video and laser projections and eliminate many of
the less reliable planetarium special effects and slide projectors.  Multi-image is reduced to a set
of all-skys and three dissolve pairs.  Multi-image panoramas are eliminated by using video for
moving panoramas and by digitally mapping still panoramas to the all-sky projectors.  This
consolidation of planetarium equipment results in a more reliable theater and more transportable
shows.  An extensive astronomical graphics library and feature productions, developed in-house
by Spitz animators and others, will facilitate the use of panoramic video.

The use of all-sky slides and a star projector provides a full-dome effect which supplements the
partial dome video.  And Spitz’s new Windows 98-based Theater Control System provides a
single, elegant user interface.  The result is a streamlined and well documented theater format
which is much more user-friendly and accessible to local media professionals.  Shows produced
in ElectricSky format are easily transported to other ElectricSky theaters, resulting in near plug-
and-play operation.

Show Production

Fig. 3 - ElectricSky Theater Fig. 4 - ImmersaVision Video Panorama
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Perhaps the most exciting thing about the ImmersaVision format is the ease with which original
graphic material can be produced.  Graphics are created using a wide variety of source material,
and post-produced and edited using standard desktop computers.  Shows are downloaded
digitally and played back under automation using synchronized digital players.  Source material
can be generated from 3D computer graphics using software such as Lightwave, 3D Studio Max,
Softimage or Alias/Wavefront.  Traditional painted panoramas can be scanned and used as
compositing backgrounds.  Slit-scan panoramic photographs also make excellent source material.
Still artwork is brought to life in video using camera pans, tilts, zooms and other special effects.
Compositing is a powerful tool allowing many simple, inexpensive graphics effects to be layered to
produce a visually rich and compelling sequence.

To facilitate ElectricSky show production, Spitz is developing a family of ImmersaVision software
plug-ins for the Adobe software suite.  These software tools empower users of Photoshop, After-
Effects, DeBabelyzer and other desktop graphics applications to produce quality ElectricSky
shows.  Effects include geometric transformations and spherical special effects which are
essential to dome video productions.

Asset management of digital video is handled by the theater control system.  Since shows reside
on hard drives, new show material can be downloaded automatically from FTP sites overnight and
drop-replaced into the show.  The capability to rapidly display timely scientific data and late-
breaking NASA images differentiates the video-based theater from film formats.

Real-Time Computer Graphics

ElectricSky is also capable of Real-time interactive 3D presentations.  Spitz has demonstrated
such a system using their ElectricHorizon™ Virtual Reality Theater[3]. ElectricHorizon is powered
by a Silicon Graphics Onyx® Infinite Reality™ computer, and uses three edge-blended
Electrohome Marquee® projectors to produce a panoramic video display on a 28 foot diameter
partial-dome screen.  A seating deck includes 32 interactive audience responders each containing
3 lighted pushbuttons which are read by the Onyx computer.  ElectricHorizon was first
demonstrated as a temporary theater installed last year at Pittsburgh’s Carnegie Science Center.

ElectricHorizon show programming included Virtual Pompeii, an interactive walkthrough of
Pompeii in 79 A.D., and Robotix Mars Mission, a VR Cinema experience funded by Learning
Curve Toys.  Both programs were developed by Carnegie Mellon University’s SIMLAB.

ElectricHorizon was also a group telepresence test
site for NASA’s Atacama Desert Trek.  Carnegie
Mellon’s Robotics Institute tested their Nomad rover
last year in Chile’s Atacama Desert, in cooperation
with NASA Ames.  Equipped with a unique
“panospheric” camera, Nomad beamed back real-time
panoramic images to the Carnegie Science Center
which were displayed to audiences in the
ElectricHorizon theater.  Using the push-button
responders, the audience could rotate the panoramic
image by a full 360 degrees.  This demonstration of
real-time telepresence in a group environment paves
the way for future planetaria to accept live panoramic

feeds from planetary rovers.  Red Whittaker, director of the Robotics Institute, believes that
immersive displays will play a key role in future robotic missions to Mars and other planets.

Basing a theater entirely on real time 3D graphics capability, while exciting and full of potential, is
still unproved.  Pre-rendered shows rely on time-tested show production models developed for
film and video.  Pre-rendered material can exploit a wide variety of inexpensive desktop video
production techniques including compositing, live-action and offline rendering.  Since computer

Fig. 5 - Group Telepresence
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graphics do not have to be rendered in a fraction of a second, photorealistic rendering techniques
such as ray tracing are possible. Real-time 3D programming requires an entirely new show
production model requiring expensive, high-end computers, specialized simulation programming
and new innovations in audience interactivity.  While we welcome the chance to provide real-time
3D systems to planetaria, such systems should be considered experimental in nature and
approached with caution.

The Future Is Bright

We expect ElectricSky to quickly become a new standard in planetaria worldwide.  The
introduction of an immersive computer graphics display into the planetarium will elevate planetaria
to a greater level of quality, utility and respect.  The new potentials opened by such a theater are
far-reaching.  Immersive video will attract the art, computer science, and astronomy departments
of local universities, colleges and high-schools to participate in show production.  Laser light
shows will be propelled to new heights by the incorporation of full-color video imagery.  Planetaria
within schools will have the opportunity to work synergistically with other departments outside of
astronomy or physics who will want to share the dome. Spitz is working to provide a pipeline of
scientific data from government agencies and research institutions for use in ElectricSky theaters.

In summary, digital dome technology is now a viable alternative for planetaria and dome theaters.
The added capabilities may hold the key to the future success of planetaria - both as a vehicle for
scientific outreach and a self-sustaining, profitable special-venue attraction.
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Interactive collaborative media environments

D M Traill, J M Bowskill and P J Lawrence

Virtual reality (VR) provides a revolutionary interface between man and machine. However, present display and interface
peripherals limit the potential of virtual environments within many activities or scenarios. Mainstream immersive VR is
centred on head mounted display (HMD) based solutions in which the user is isolated from their surrounding environment.
The occlusion of real world interaction within such systems imposes unnatural social and physical constraints on the user.
Media environments can be classified as one form of enhanced reality based around immersive physical spaces intensified
for effective collaborative activities. Current research is directed at three forms of enhanced spaces — immersive projected
displays, interactive video environments, and immersive desktop environments. While HMD and desktop VR facilitates many
collaborative tasks, the synthesis of real and virtual realities within a life-size environment offers distinct advantages withi n
other applications. This paper introduces the concepts behind media environments, reviews current research and presents
applications being explored at BT Laboratories.

1. Introduction

With the popular present-day perception of VR being

reserved almost exclusively for single users playing games

and/or simulations, the wider potential for VR within, for

example, industry, commerce and health, is being

overlooked. This traditional viewpoint of VR is being

challenged by the work of numerous researchers around the

world working at the leading edge of visualisation/

application techniques. VR techniques can be employed

within tasks demanding collaboration between individuals

or groups of people, where the immersive reality is provided

by an interactive physical environment, rather than using

head-mounted technologies. The range of display

technologies currently being used for VR is diverse (Fig 1),

and a number of ‘partial immersion’ interfaces are now

being developed which will facilitate new ways of working

effectively using VR. 

Ubiquitous solutions will be based on 3-D graphical

interfaces combined with continuous presence video and

spatialised audio [1]. The synthesis of many such

techniques is being explored within ‘media environments’

that are networked for collaborative applications. 

The discussion covers the reasons why media

environments are being developed, with emphasis on the

research covering immersive and desktop systems.

2. Virtual environments

Kalawsky [2] defines virtual environments as synthetic

sensory experiences that communicate physical and abstract

components to a participant. An illustration of the

interrelationships in a virtual environment is given in Fig 2,

a partitioned virtual environment. The shaded region shows

a fully interactive virtual environment embodying visual,

auditory and touch environments; this region is commonly

termed ‘virtual reality’. The ability for technology to

stimulate most of our senses including vision, hearing and

H
umans have an unrivalled ability for assimilating,

understanding and communicating information. This

ability when applied to computing is often handicapped by

the interface through which we communicate with the

information beyond, the ubiquitous interface being the key-

board and mouse. Technology is only a solution if the

interface is intuitive and closely aligned with the physical

and social demands of the human task. Virtual reality (VR)

represents a leap in interface technology in which the user is

immersed in a graphical and auditory machine repre-

sentation of a natural (or sometimes abstract) environment. B
oth modern business, and society in general, is

underpinned by a need for effective communications.

As humans, we are equipped with complex biological

mechanisms which allow us to communicate within an

equally complex social etiquette. For many decades

telephone technology has been able to satisfy our basic need

to communicate within ever expanding communities and

organisations. However, demands and expectations change

and remote collaboration with larger communities of

people, discussing diverse forms of information, requires

new technologies and solutions, in order to communicate

effectively.
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touch, enables human immersion in artificial virtual

environments. 

In terms of collaborative working, virtual environments

can produce the mutual sense of presence that is an

important trait within any collaborative activity. Shared

virtual environments such as MASSIVE [3] allow users to

meet and communicate in different worlds. However,

present display and interface peripherals limit the potential

of virtual environments within many activities or scenarios.

Mainstream immersive VR is centred on head mounted

display (HMD) based solutions in which the user is isolated
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Fig 1 Break-down of current virtual display technologies.
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from their surrounding environment. The occlusion of real

world interaction within such systems imposes unnatural

social and physical constraints on the user. Consider the

difficulty in reacting to interruptions such as the telephone

or carrying out ‘normal’ background activities such as note

taking. Desktop VR breaks the user from the immersive

environment and thus detracts from many applications in

which interaction or ‘life scale’ is important. Being in a

world and looking into a world are two distinct experiences.

3. Media environments

Many human tasks are based on groups of people

collaborating and not just on individuals. Activities, such as

design reviews, rely on collaboration between people not all

of whom are physically remote. Therefore, spaces in which

people can meet, discuss ideas in person and be immersed in

a wider collaborative activity, offer significant benefit to

many interactive situations. Telepresence technology is

biased towards spatially distributed individuals with,

typically, one user workstation per location. This can be

characterised as ‘networked personal immersion’. Success-

ful solutions to many tasks rely on technology which

supports not only interaction between sites but also allows

each point of presence to be inhabited by more than one

person, i.e. ‘networked group immersion’. The areas of

enhanced reality, interactive video environments, desktop

immersion and group immersion represent complementary

examples of media environments and technologies, the

integration of which forms the basis of current research.

3.1 Enhancing Reality

While much effort is being focused on the realisation of

virtual worlds, a potentially important grouping of

technologies is emerging. There is an intermediate stage

between the worlds of fact and fiction, a form of ‘enhanced

reality’ [5]. In an enhanced reality environment the user

sees, and interacts with, a view of reality that has been

modified to augment the operator’s perception and handling

of the associated task. The key to this technology is the idea

of visual annotation, whereby video images of an operator’s

surroundings are enhanced by computer generated graphics. 

The conventional view of a VR environment is one in

which the participant is totally immersed in, and able to

interact with, a completely synthetic world. Such a world

may mimic the properties of some real-world environment,

either existing or fictional; however, it can also exceed the

spatial bounds of physical laws ordinarily governing reality.

Virtual reality has been developed from a convergence of

video technology and computer hardware; the underpinning

being computer graphics. Enhanced reality, in contrast,

represents a convergence of the aims and technology of

virtual reality with the domains of image processing and

machine vision. Underpinning is provided by image

processing techniques, the extraction of information from

the real scene, as opposed to the graphical construction of a

virtual scene. An aim which enhanced reality supports is the

notion of intelligence amplification as envisaged by

Brookes [6] in which the technology augments the decision-

making criteria of human operators by enhancing their

visual perception. For a discussion on the forms of graphical

annotation and reality enhancement refer to Bowskill et al

[7].

Milgram and Kishino developed a taxonomy of mixed,

or enhanced, reality in an attempt to define the concept of a

‘virtuality continuum’ between real and virtual environ-

ments [8], as represented in Fig 3. Milgram also emphasises

that the next generation telecommunications environment

must provide an “ ideal virtual space with [sufficient] reality
essential for communication ”. Both ‘virtual space’ and

‘reality’ are available within the same visual display

environment. Real environments are defined as environ-

ments consisting solely of ‘real objects’ and include, for

example, what is observed via a conventional video display

of a real-world scene. Virtual environments consist solely of

‘virtual objects’ an example of which would be a

conventional computer graphic simulation. The most

straightforward way to view a mixed reality environment is

one in which real world and virtual world objects are

presented together within a single display. As indicated in

Fig 3, this is anywhere between the extrema of the virtuality

continuum. 

Fig 3 The Milgram ‘virtuality continuum’.

VR is inherently suitable for modelling and interacting

with abstract environments, which are beyond our present

capabilities. However, in applications in which a real

environment must be modelled in order to create an

acceptable level of immersive realism then some form of an

enhanced reality is called for. After all, why generate a

computer model of reality when reality is all around? Is it

not more appropriate to annotate reality with enhancements

T
he media environments [4] project at BT is looking at

ways of creating more natural immersive spaces.

Media environments are spaces in which the physical world

is enhanced with 2-D or 3-D computer graphics, which can

be complemented with spatialised audio. These elements

when combined produce an immersive experience within a

more natural human environment. An office, for example,

could include back projected or flat screen technologies to

create areas in which virtual artefacts can be manipulated

using gestures.
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to improve the task in which the user is engaged? For

collaborative virtual environments (CVE) the nature of the

interface space is determined by the user’s real world

constraints and the social constraints of the task in which

they are involved. For example, surgeons could benefit

from being able to participate in collaborative visualisation

and diagnosis sessions. However, the physical constraints of

their working environment would dictate an augmented

reality interface to the CVE in which the virtual participants

could be seen to co-exist within the real environment. If

immersion in a single real or virtual space is prohibited then

perhaps some form of ‘metaworld’ is required in which

participation with a number of real and virtual spaces or

users is possible.

Enhanced reality can also include audio rendering,

adding spatialised audio to objects to act as navigation aids,

to aid the performance of a task. Audio cues are already

used as alert tones on personal computers, but with

advances in spatialised, and ‘rendered’ audio, auditory

feedback will become increasingly feasible. In an enhanced

space these can act as a navigational guide either when the

visual scene may be occluded or as an audio icon for

additional directional information.

3.2 Interactive video environment (IVE)

While exploring the unique artistic potential of the

computer, Myron Krueger can be credited with many

significant experiments in which the possibilities of mixing

video, computer graphics, and gesture/position sensing

technologies were demonstrated. These are reviewed by

Krueger [9]. METAPLAY (circa 1970) first demonstrated a

‘responsive environment’, as Krueger termed it, in which a

participant viewed and interacted with a back-projected

image of themselves annotated with computer graphics.

Although initially graphics were generated and mediated by

a remote human facilitator, the evolution of this system

extended the role and capabilities of computer-based

mediation. VIDEOPLACE, an open-ended laboratory in

which image processing is used to identify user attributes,

has been under development since 1975 as a form of ‘shared

video space’. Krueger perceived the potential as a

telecommunications medium to be significant, as illustrated

by the following quote: “Even in its fetal stage,
VIDEOPLACE is far more flexible than the telephone is
after one hundred years of development”  [10].

MIT Media Lab, in collaboration with BT Laboratories,

developed ALIVE (Artificial Life Interactive Video

Environment) [11], a system in which a human can interact

with a virtual agent within an unconstrained environment.

The system is based on a magic mirror metaphor, as is

VIDEOPLACE, in which a person in the ALIVE space sees

their own image as in a mirror. Real-time video of the user

in the reflected world is augmented with ‘Silas’ the dog, an

autonomous computer animated graphic (virtual agent).

This is displayed on a back-projected screen, which forms

one wall within the room in which the user is standing. 

Interaction between real and virtual participants of the

reflected world is facilitated via the ‘Pfinder’ vision-based

tracking system [12]. This extracts the user’s head, hand,

and foot positions, as well as the gesture information, from

the real-time video. Pfinder’s gesture tags and feature

positions are used by the artificial character to make

decisions about how to interact or respond to the user.

Pfinder also allows graphics to be placed correctly in the 3-

D environment, such that video of the person must be able

to occlude, or be occluded by, the graphics. A subsequent

application of the Pfinder system has been to enable body

position and poise of a user to directly control navigation

within the SURVIVE (Simulated Urban Recreational

Violence IVE) 3-D virtual game environment. This system

demonstrates the ability to use gesture recognition to

interact with the computer without using a keyboard or

mouse.

The potential also exists for IVE systems to create

convincing shared virtual spaces and this has been

demonstrated in the form of a collaborative conferencing

tool [13]. In this a remote participant can be viewed as an

annotated figure (avatar) within the user’s local

environment, as illustrated in Fig 4. Information about the

users, via Pfinder, is shared between geographically

separate locations. At the remote end, information about the

user’s head, hand, and feet position is used to drive a video

avatar that represents, or perhaps purposely misrepresents,

the user in the scene. Such an approach is inherently

scalable, with the potential for large numbers of people to

collaborate and communicate in a single shared space.

Firstly, network bandwidth is efficient, as it is possible to

create convincing telepresence without transmitting video to

the remote site. An IVE conference between MIT and the

Human Interaction Centre at BT Laboratories has, for

example, been demonstrated via a 64 kbit/s ISDN network

connection.

The visual perception of a synthesis of real and life size

virtual artefacts, with corresponding auditory cues from a

spatialised audio system, creates an effective form of

telepresence and offers great potential for teleconferencing

and CVE activities. A practical advantage is the suitability

for IVEs to be integrated within ‘real world’ spaces, for

example, meeting rooms or lecture theatres. A metaphor

which current research is exploring is the ‘morphic table’,

as termed by the authors. A real table is complemented with

an adjoining display, allowing the physical surface to

extend into a virtual environment as illustrated within Fig 5.

In terms of the future development of IVE-based interfaces
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to collaborative spaces, two primary areas of activity can be

identified — multi-participant support (including appro-

priate mechanisms for interaction and control arbitration),

and comprehensive mechanisms for annotating and

interacting with imported virtual artefacts. 

Fig 4 ALIVE, including a real person, a virtual avatar and Silas the 

virtual dog (agent).

Fig 5 Morphic table.

3.3 Desktop immersion

All computer users are familiar with the non-immersive

desktop interface. Desktop immersion has been largely

restricted to HMD peripherals. For example, Kalawsky

identifies Desktop VR as “CAD systems with the added
advantage of some form of animation, so that ... objects can
be dynamically controlled” and introduces immersive

virtual environments as “systems that employ a helmet-
mounted display or a BOOM-like display to present a
visually coupled image”  [2]. Interacting with a CVE via a

non-immersive desktop interface can be adequate if the

surrounding physical environment accommodates the user.

However, it has been observed that a ‘degree of presence’

problem exists when users become distracted by local

events within their physical space, leaving their virtual

embodiment unoccupied [3]. In this respect increased

desktop immersion, while maintaining a degree of real

world awareness, is desirable. 

Two approaches exist for desktop immersion, either

create a personal ‘enhanced reality desk space’ using a look

through display or create a physical desk built around

advanced interface technologies. An example of the former

enhanced reality is provided by ‘Windows on the world’

[14]. Perhaps it is obvious to suggest that wherever we use a

personal computer interactively within a task there may be

times when the display would be better placed within  our

view than on a monitor in our view. In ‘Windows on the

world’ the user wears a look-through display, which is

tracked, and the display indexes into an X windows ‘virtual

desktop’ bitmap. As the user moves, the display is updated

to a different part of the X windows workspace. This

effectively places the user inside a display space that is

mapped on to part of a surrounding virtual sphere.

Application windows can either be displayed at fixed

positions within the virtual desk space, fixed within the

user’s field of view or attached to real world objects. Not

only can annotations be attached to stationary objects but, if

the object is tracked, the annotation window can be made to

follow objects as they move.

BT SmartSpace is an example of a physical advanced

interface — a novel integration of technologies, which

gives the user enhanced visual and auditory immersion.

SmartSpace, as shown in Fig 6, is designed as a chair-

based workstation, which is able to replace the

conventional combination of a desk, and associated

personal computer. The current SmartSpace prototype

provides a user interface to a performance personal

computer, which is mounted remotely from the chair and

connected via an umbilical cable. Visual display is

provided by two distinct areas. The primary display and

control surface is a high resolution (XGA) Pixel Vision

touch screen which is mounted above the user’s lap, a

position which is highly intuitive. A screen-based

keyboard, or OCR software, allows text to be entered. A

secondary display is provided by a wrap around screen,

which extends in an arc 120 degrees within the user’s field

of view. The screen is a laminate of glass and liquid crystal

which is voltage switchable, allowing the normally

transparent ‘window’ to be made opaque when the display

is projected. Projection is provided by two video projectors

mounted in the headrest. 

The sense of visual immersion produced by such a wide

screen is complemented via a transaural audio system, as

described by Hollier et al [1], which allows sound sources

to be positioned relative to the user. Interaction within

applications can be via a conventional tracker ball, touch-

screen mouse emulation, 3-D space mouse, or voice. While
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user trials have largely still to be undertaken the

SmartSpace prototype has been demonstrated for high

quality (life-size, eye-to-eye) video-conferencing, video

telepresence (with physical chair movements driving the

position of a remote camera) and the navigation of virtual

environments.

Fig 6 The BT SmartSpace.

3.4 VisionDome TM

As described previously most telepresence technologies

are aimed at single users and ignore the fact that tasks are

often undertaken by groups of people. The

‘VisionDome TM,1 [15], developed by Alternate Realities

Corporation (ARC), attempts to address this problem by

creating an immersive environment for a group of people.

The main advantage of the dome is that viewers do not have

to wear inhibiting hardware. 

BT has been collaborating with ARC for the last two

years on the development of the VisionDome. Much of the

work has concentrated on gaining a greater understanding

of how to create applications that give the viewer a sense of

immersion. Current research is concentrating on how this

type of environment can be used to provide an ‘enhanced’

videoconferencing environment.  The large screen enables

live video images and real-time computer graphics to be

displayed at the same time. This will enable face-to-face

videoconferencing with the users being able to view and

manipulate a shared computer-generated model.

Technical background

The idea of viewing images within a dome is not new.

Cyclorama panoramic paintings were first created in the

1700s, to depict historic events and modern planetariums

were opened in the 1920s. The VisionDome attempts to take

this one step further by giving the audience the ability to

interact with a 3D world, creating a walk-in VR experience.

The VisionDome, as illustrated in Fig 7, is a hemi-

spherical projected digital display system. A central pro-

jector unit projects on to the tilted hemisphere of the dome

creating a 360 ° by 180° image. The projector uses a

hemispherical lens that matches the curvature of the dome

surface. When coupled with spherical rendered images the

projected scene appears undistorted to the viewer. The

system is capable of projecting real-time computer-

generated graphics, high-definition TV (HDTV) video

images, and live video camera images. The advantage of the

dome is that it gives the participants the experience of life-

size 3-D models without having to wear inhibiting

hardware. Linked with compelling audio, the audience can

be temporarily transported into a virtual world.

Fig 7 Demonstration of an architectural review meeting inside the 

VisionDome.

User immersion is achieved by projecting an image that

is greater than the viewer’s field of view. In doing so the

viewer loses their normal depth queues, such as framing of

the image by the edge of the screen, and, if the content is

correct, can see beyond the surface of the screen. This

illusion gives the sense of 3-D to the objects projected on to

the screen. The dome itself allows freedom of angular

motion (head motion), so that the viewer can turn their head

slightly, up and down or left and right and still have their

field of view occupied by the image [16].1 VisionDome is a registered trademark of Alternate Realities Corporation.
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Content creation 

Little support currently exists for spherical rendering

and hemispherical projection. Projecting a flat plane results

in the image being ‘stretched’ across the surface and this

appears distorted and unnatural to the eye. To create the

correct spherical perspective that matches our spatial

perception images have to be distorted before projection. 

For this development, content has been created using

3-D computer animation tools. Each frame of a scene is

rendered as sequential images. These images are

transferred on to videotape that can then be played back

on the dome. To give sufficient resolution on the

VisionDome such that the image does not appear blurred,

HDTV equipment is used. HDTV has a resolution of 1920

vertical by 1035 horizontal lines giving an aspect ratio of

16:9. The VisionDome screen is effectively a circle with

an aspect ratio of 1:1. Spherical images are created, as in

Fig 8, for the dome with an aspect ratio of 1035 by 1035

lines.

Fig 8 Spherical image.

To create the spherical image an ‘anamorphic’ lens is

placed in front of the camera. The anamorphic lens allows a

greater field of view to be captured in a single frame. To

create the anamorphic lens in a 3-D computer animation

package, a reflective hemisphere matching the shape of the

projection lens is placed in front of the virtual camera.

Using a technique called ray tracing the hemisphere reflects

the scene into the camera. Ray tracing is computationally

intensive — coupled with HDTV resolution, single images

can take several hours to render. The three-minute

animation shown at Innovation 97 at BT Laboratories took

approximately four months to render on two Silicon

Graphics (SGi) high-end workstations. 

Real-time graphics enables the audience to interact with

an application giving a pseudo-virtual environment. The

graphics are distorted before viewing on the VisionDome,

by using a 3-D transform on the vertices in the model. This

transform has the same result as an anamorphic distortion.

ARC have produced a modified OpenGL library for an SGi

workstation that performs the transformations. OpenGL is

SGi’s standard graphical library, which is utilised by a

number of current VR applications, which could therefore

be used on the dome.

The second main problem with the real-time graphics is

referred to as ‘object subdivision’. This causes distortion of

large objects that have a low number of vertex points.

Consider the simple example in Fig 9, where a straight line

is to be transformed. In the left image just the end-points

have been transformed, with the result that when the straight

line is rendered on to the dome it will be badly distorted.

The longer the line, the worse the distortion becomes. To

correct this distortion, the object can be broken up into

smaller shapes ensuring a more faithful transformation of

each component part. This is shown for the straight line in

the right image.

Fig 9 Distortion of large objects (left) and with object sub-division 

(right).

Distorting the graphics in software results in a

degradation in performance of the machine. This has limited

the complexity of real-time models on the VisionDome.

Current developments by ARC have concentrated on

optimising their libraries to utilise the parallel processing

available of an SGi workstation.

As these types of projection systems become more

common, content creation will become easier, with support

for spherical projection being moved from software into

hardware. 

4. Virtual collaborative working 

E
ffective collaboration in a computer-mediated environ-

ment demands an intuitive interface with the ability of

having a sense of perceptive coupling with members of the

shared environment [17]. The technologies described above

open up the possibility for collaborative working. Semi-

immersive display systems enable several video windows to

be displayed at the same time, giving face-to-face video-

conferencing with the ability to visualise data. However, in

multi-user environments such as the VisionDome issues

over mediation and control between local participants need

to be addressed. 
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Creating an effective human interface to ever-increasing

volumes of complex information is a critical challenge.

People will be able to interact with data in a way that is

natural and implicit, without needing special procedures or

tools, thus generating the need for computers to understand

and naturally interact with emotion [18]. 

Creating the right environments and infrastructure for

these possibilities to be realised will take the integration of

features from a number of technologies, forming a broad-

band network infrastructure supporting transfer of data from

a number of different sources — live video, video servers,

and data servers. 

Ranges of activities have been envisaged that may be

carried out in such environments. Imagine, for example, a

shared space [19] in which:

• the public, planners and politicians could walk through

a proposed urban development, experiencing the

environmental impact,

• engineers from around the globe could meet to review

a virtual product design, exploring options in form and

function,

• military commanders or commercial managers could

be immersed in scenarios and information,

collaborating on complex, time-critical decisions,

• scientists could travel through their data, interacting in

real-time with the underlying instruments or

experiments,

• students could be transported in time and space,

collaborating with tutors and colleagues in an

unfamiliar environment.

Undoubtedly collaborative spaces offer significant

opportunities in product design, development and testing to

display life-size images with an appropriate sense of

perspective. Developers could use the environment linked

to real-time computer-generated graphics to develop and

understand new products. By projecting live or pre-recorded

video into the space, particularly into a dome or large wrap-

around screen, a compelling sense of immersion within the

environment can be created. Telepresence applications

could include remote real-time projection of sporting events

and concerts, immersive videoconferencing, and re-creation

of remote or environmentally hostile locations.

Virtual environments will have a significant impact on

both education and entertainment. But these two areas may

well migrate together into ‘edutainment’. Children could

visit anywhere on earth; the present, the past and maybe

even representations of the future. A class could be

immersed in an informative and entertaining manner that

they would be unlikely to forget. Not only would the events

or images be viewed at the correct scale, but such

environments offer the interaction essential to effective

learning.

4.1 Differences between HMDs and projected display 
systems

Head-mounted displays give a high degree of

immersion within a virtual environment, but are only

accessible to a single user. An immersive spatialised display

is for a group of people experiencing the same information

at the same time while having some feeling of immersion. A

major advantage of a projected immersive display is that it

can be more convenient and easier to use. 

A simple analogy would be the difference between a

motorbike and a car. The motorbike offers a single viewer

an exhilarating experience through a limited view of the

world, i.e. their helmet visor. The car can contain several

people with a single driver, who is responsible for the

direction, etc. Each person in the car has a large viewing

area, the windscreen, which can be obscured by others. One

does not need any specialised training to be a passenger in a

car, whereas a complete novice cannot be expected to get on

to a bike and be able to drive it safely or effectively. It could

be argued that the car is safer and more comfortable,

whereas a motorbike is more exhilarating and closer to the

elements, giving better feedback to the user. 

4.2 Network Futures

Underpinning collaborative virtual environments is the

interconnecting network. The network has to support both

connectionless data traffic and connection-oriented speech

and video. At BT Laboratories an experimental network,

‘The Futures Test Bed’ [20], has enabled the testing of

collaborative environments unhindered by bandwidth

constraints.

Other advances in network technology [21] have seen

the development of asymmetric connections over copper

wire. Asymmetric connections enable a high bandwidth

connection in one direction with lower bandwidth control

information being sent in the other. This type of connection

is suitable for video-on-demand applications and may be

appropriate for CVEs with a virtual world rendered on a

central server distributed to remote users. Asymmetric

digital subscriber loop (ADSL) technology is expected to

deliver approximately an 8-Mbit/s channel. A hybrid

version VADSL using copper/fibre connection is predicted

to offer channels in the range of 25 Mbit/s to 51 Mbit/s. 
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5. Conclusions

Acknowledgements

References

1 Hollier M et al: ‘Spatial audio technology’, BT Technol J, 15, No 4, pp

33—41 (October 1997).

2 Kalawsky R S: ‘The science of virtual reality and virtual

environments’, pp 331, Addison-Wesley (1993).

3 Greenhalgh C M and Benford S D: ‘MASSIVE: A virtual reality

system for tele-conferencing’, ACM Transactions on Computer Human

Interfaces (TOCHI), 2, No 3, pp 239—261, ACM Press (September

1995).

4 Bowskill J M and Traill D M: ‘Interactive collaborative media

environment’, Collaborative Virtual Environments 96 conference

proceedings, Nottingham University (1996).

5 Bowskill J M and Downie J D: ‘Extending the capabilities of the

human visual system: an introduction into enhanced reality’, Computer 

Graphics, 29, No 2, pp 61—65 (May 1995).

6 Rheingold H: ‘Virtual reality’, p 25, Mandarin, London (1992).

7 Bowskill J M and Downie J D: ‘A taxonomy of reality enhancement’,

Technical Report TR6502, Department of Electrical and Electronic

Engineering, University of Brighton (1995).

8 Milgram P and Kishino F: ‘A taxonomy of mixed reality visual

displays’, IEICE Transactions on Information Systems, E77-D, No 12

(December 1994). 

9 Krueger M W: ‘Artificial reality’, Addison-Wesley (1991).

10 Krueger M W: ‘Responsive environments’, Proceedings of the

National Computing Conference, pp 423—433 (1977).

11 Pentland A P: ‘Smart Rooms’, pp 54 —60, Scientific American (April

1996).

12 Wren C, Azarbaayejani A, Darrell T and Pentland A: ‘Pfinder: real-

time tracking of the human body’, published in SPIE Conference on

Integration Issues in Large Commercial Media Delivery Systems, 2615

(October 1995).

13 Mortlock A N et al: ‘Virtual conferencing’, BT Technol J, 15, No 4, pp

120—129 (October 1997).

14 Feiner S, MacIntyre B, Haupt M and Solomon E: ‘Windows on the

world: 2D windows for 3D augmented reality’, Proc. UIST 93, Atlanta

GA, pp 145—155 (November 1993).

15 Walker G, Traill D, Hings M, Coe A and Polaine M: ‘VisionDome: a

collaborative Virtual environment’, British Telecommunications Eng J,

15, Part 3, pp 217—223 (1996).

16 Lantz E: ‘Introduction — Spherical image representation and display: a

new paradigm for computer graphics’, Graphics Design and Production

for Hemispheric Projection Course Notes for SIGGRAPH95, pp A-8 to

A-22 (1995).

17 Sidhu C K and Bowman P A: ‘Real people in surreal environments’,

BT Technol J, 15, No 4, pp 141—150 (October 1997).

18 Picard R and Cosier G: ‘Affective intelligence — the missing link?’,

BT Technol J, 15, No 4, pp 151—162 (October 1997).

19 Bradley L, Walker G and McGrath A: ‘Shared spaces’, British

Telecommunications Eng J, 15, Part 2 (July 1996).

20 Barnes J W, Chalmers J, Cochrane P, Ginsburg D, Henning I D,

Newson D J and Pratt D J: ‘An ATM network futures test bed’, BT

Technol J, 13, No 3, pp 102—109 (July 1995).

21 Young G, Foster K T and Cook J W: ‘Broadband multimedia delivery

over copper’, BT Technol J, 13, No 4, pp 78—96 (October 1995).

T
his paper has introduced and defined media environ-

ments, a collection of interfaces in which real and

virtual spaces are mixed. Media environments can be

classified as one form of enhanced reality, based around

immersive physical spaces enhanced for effective

collaborative activities. Current research is directed at three

forms of enhanced spaces — immersive projected displays,

interactive video environments, and immersive desktop.

While HMD and desktop VR facilitates many collaborative

tasks, the synthesis of real and virtual realities within a life-

size environment offers distinct advantages within other

applications. The rationale is to develop immersive

environments, such as the VisionDome or IVE, which

support more than a single user. Developments to date

indicate that media environments provide an effective

interactive interface within teleconferencing and

collaborative visualisations. In the future it is envisaged that

networked media environments will allow remote groups of

people, and individuals, to communicate in many novel and

intuitive ways.
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SPHERICAL IMAGE REPRESENTATION AND DISPLAY:
A NEW PARADIGM FOR COMPUTER GRAPHICS

Ed Lantz

Our visual senses are flooded with graphical representations of both real and imaginary scenes.

Graphical representation has progressed from early petroglyphs to artwork, printed media,

photography, cinema, television, and most recently, computer graphics and networked

communications.  These media are a major source of visual stimulation for our edification and

enjoyment.  There exists one common denominator with virtually all popular forms of graphical

representation: They are displayed on a flat view plane.  As Michael Naimark points out in his

Realspace Imaging taxonomy, monoscopic imaging of a flat plane is the equivalent of looking

through a viewing window with a single stationary eye [Naimark 91].  Since we cannot poke our

head through the window, we are limited to a field of view of less than 180°.  Despite the

problems associated with representing three-dimensional space on a plane [Barbour 91] we have

been driven by the limitations of our technologies.

Throughout history, there have been those who recognized the shortcomings of planar projection.

Leonardo Da Vinci considered classical perspective projection to be “artificial,” while the

projection which best produces the image as beheld by the eye he called “Natural Perspective

Projection.” [Kelso 92]  Da Vinci’s Natural Perspective is simply the projection of the

environment on to a spherical surface, with the view point fixed at the spherical origin.

Unfortunately, the realization of spherical projection required the difficult task of producing

graphics on a spherical surface.

With the more recent focus on immersive graphical representations, spherical perspective is

being revisited.  In fact, spherical representation is being touted by some cognitive scientists as a

more robust model for spatial reasoning [del Pobil 93].  Applications of the spherical reference

system in AI and robotics include navigation, collision detection, and the determination of three



dimensional object characteristics including orientation, distance and size.  The spherical

paradigm is finding applications in graphical representation as evidenced by Apple’s new

QuickTime-VR , Warp California’s Virtual Television (VTV), and Artificial Reality’s Vision

Dome .  Spherical projection is also becoming more viable.  Vehicle simulators routinely use

domed projection surfaces, as do planetariums, omni film theaters, and most recently,

entertainment simulators.

Unfortunately, the technology does not yet exist to fully immerse our visual senses within an

interactive spherical viewing space which matches the visual resolution of the eye.  In fact, were

such a display technology to exist, today’s best supercomputers would be hard pressed to render

the required 300-400 million pixels at 120 frames per second needed to match our visual acuity

with flicker-free stereoscopic imagery [Brown 92].  With 24-bit color, that would amount to

nearly one trillion bits per second effective data rate.  But the technology does exist, within

certain constraints, to fool the eye into believing that one is immersed within just such a space.

The purpose of this course is to present techniques for creating the illusion of presence within a

domed environment.

FLAT SCREEN VIEWING

Television. Consider the visual experience of watching a television.  We intellectually know that

we are viewing a relatively small flat screen with limited resolution and other artifacts.  No

attempt is made to convince viewers that the images are actually present in their living room.  A

66 cm (26-inch diagonal) television viewed at two meters only occupies an 11x15 degree field of

view.  This is just enough to stimulate the sensitive foveal region of the eye – provided our eyes

remain fixed on the CRT.  For an NTSC signal, the image formed on our retina has a resolution

no better than three arc-minutes per line-pair, falling short of the one arc-minute average

resolution of 20:20 vision.

Despite this, our imaginations are so engaged by the characters represented by this matrix of

luminescent phosphor dots that we suspend our awareness of the medium and become captivated



by the story line.  Perceiving cartoon animations as “real” requires even more imagination, which

our minds willingly provide.  Even a narrative alone, as in old-time radio storytelling, is capable

of invoking visualization and strong emotional identification.  It seems that our minds are hungry

for guided scenarios onto which we can project imaginary dramas.  This strong need for

identification with characters and a plot distracts our judgment of the medium itself [Allen 93].

Cinema.  Cinema provides us with larger, clearer images.  However, we rarely are provided with

the illusion of true presence.  At the cinema we are quite aware that we are sitting in a theater

watching illusionary projections.  The image of a car speeding towards us does not frighten us

per se.  There are too many cues which provide us with medium awareness, including editing

technique (hard cuts, etc.), frame rate artifacts, scratches and dirt on the film, and the theater

setting itself.  But for the purpose of storytelling, at least, we only require a good narrative with

recognizable characters with which we can identify [Smith 94].  A sense of presence is not

required for emotional engagement.

Stereoscopic Displays.  The introduction of stereoscopic 3D effects to cinema brought us closer

to a sense of presence.  Binocular depth cueing allows us to better depict volume, and is

particularly effective for reproducing slow moving objects within close visual range (<10m).

However, other artifacts are introduced which induce a high degree of medium awareness.  While

binocular disparity is exploited, no method of 3D projection effectively utilizes vergence as a

depth cue.  Our eyes therefore remain focused at a fixed distance.  Tilting the head causes a loss

of convergence.  These and other factors produce eye strain in many such systems when viewed

for extended periods, especially in earlier versions.  Also, the 3D glasses themselves are

somewhat cumbersome and limit the field of view.

These problems aside, we are still faced with a projection screen with finite extent.  The screen

edges often “give away” the 3D effect, giving us a visual cue that our eyes are not converged on

the screen.  Even head-mounted displays utilize a flat view plane.  Also, the LCD devices used in

HMD’s have poor optical resolution.  While there is considerable research being performed to



advance this and other shortcomings of HMD’s, it will be a while before HMD’s can produce a

believable sense of presence.

Large Screen Cinema.  Several 70mm film formats have taken hold over the years which offer

greater image resolution than the standard 35mm formats.  This permits a theater configuration

with a larger field of view projection screen.  For instance, in an IMAX® film theater, an eight-

story high screen can occupy over 70° of our visual field.  With steeply-pitched seating, the

theater largely disappears and we are treated to greater visual immersion.  Without stationary

visual cues provided by the ambient setting of a theater (floors, walls, ceiling, other patrons), our

minds are free to really believe that we are on a roller coaster, or flying over the Grand Canyon.

In fact, many large screen effects are not appreciably enhanced by stereoscopic displays.

Stereopsis looses importance as a depth cue for rapidly moving objects [Murray 94], or for

objects with a distance of approximately 17 meters [Rolfe 86].  Motion parallax visible in

moving scenery takes the place of motion parallax due to head motion.  Viewers are forced to

move their head and eyes to track objects across the large field of view, giving a greater sense of

presence.  Also, the phenomenon of optic flow across the peripheral vision reinforces motion

cues.

Rectilinear Immersion.  Even a flat screen of infinite extent only provides a 180° field of view.

To create greater immersion, it is a natural extension to surround the viewer with more than one

screen.  A recent example is the CAVE, first demonstrated at SIGGRAPH 92 by the University

of Illinois, Chicago [Cruz-Neira 93].  The cave essentially uses a cube as an approximation of a

sphere.  High-resolution stereoscopic video, refreshed at 120 Hz, is projected onto three walls

and the floor of a cubic space.  Since the primary user wears a head-tracker, the planar

perspective transformations are adjusted in realtime to achieve orthoscopic image reconstruction.

This minimizes image discontinuities at the corners where projection surfaces meet, at least for

the one person wearing the head tracker.  The result is an immersive display with far greater

resolution than a head-mounted display.  The CAVE has become a viable VR research tool, as

evidenced by its popularity at SIGGRAPH 94.



HEMISPHERIC DISPLAYS

A domed environment is the ultimate in immersive, walk-in displays [Heilig 55].  A spherical

projection surface is free of discontinuities and can potentially surround the viewer with a 360°

field of view.  In theaters where viewers are seated unidirectionally, a hemispheric projection

surface approaches full retinal stimulation, allowing for appreciable eye and head motion.

Presently there are three areas of technology which must be advanced to implement an

interactive, domed projection theater: projection systems, image generation hardware and

software, and domed screens.

Projection Systems. To fill a hemisphere with eye-limited resolution would require about 200

million pixels.  Even the world’s largest film format (15-perf, 70mm) used by IMAX® DOME

cannot approach the required 14,000 lines of resolution.  However, the impact of full immersion

seems to make up for the lack of spatial resolution.  While the IMAX® format does provide the

highest resolution near-hemispheric full-motion graphics presently available, film is not an

interactive medium.  Audience feedback devices have recently been demonstrated which would

allow an entire theater to become engaged in real-time interaction with the show content.  The

future will demand the real-time flexibility afforded by video projection.

Spherical video projection is presently employed in vehicle simulators.  For instance, a tactical

flight simulator system demonstrated at the Air Force’s Human Resources Laboratory in Arizona

utilizes six General Electric light-valve video projectors which are mosaicked together on a dome

[Reno 89]. This system demonstrated an average of 7 arc minutes per line pair resolution over a

hyperhemispherical high-gain surface.  Since the limiting resolution of the eye is about 1 arc

minute, a higher resolution Area of Interest (AOI) projector is servo linked to a head tracker on

the pilots helmet, providing a high-resolution image inset against the background.  This and

similar systems, while expensive, have demonstrated the feasibility of full-dome video imagery.

Image Generation.  Flight simulator systems require, by necessity, realtime interactive 3D

graphics engines, or Image Generators (IG’s).  For domed simulators, wide-angle background



images demand multiple IG channels.  Each channel must be rendered using the appropriate view

angle, warped for off-axis spherical projection, and soft-edge masked for seamless mosaicking.

These real-time requirements are quite demanding of current IG engines.  While IG hardware

continues to advance at a rapid pace, software algorithms must also be developed for spherical

perspective transformation, rendering, and projector mapping.

Many new perceptual effects are possible with a true spherical perspective transformation.  For

instance, the view point can be pulled from the center of the view sphere to create the spherical

equivalent of a zoom lens.  However, published research in spherical perspective and rendering

algorithms seems to have ended about ten years ago [Fetter 84].  The paradigm shift from the

view plane to the view sphere, along with the associated hardware and software developments,

will likely be a slow process.

Domed Screens.  Consider what happens when a projected image scatters off the diffuse surface

of a hemispheric screen.  Assuming Lambertian scattering, some of the reflected light strikes the

floor, walls, and seating area while the rest lands back on the dome.  Scattered light striking the

dome is free to reflect multiple times, subject to some attenuation upon each successive

reflection.  This cross-dome scatter can seriously degrade the contrast of domed projections by

“washing out” the darker areas of an image.

In domed theaters, present methods of dealing with cross-dome scatter involve reducing the

screen reflectivity with spectrally neutral gray paint.  Since cross-scattered light is subject to two

(or more) reflections, it suffers greater attenuation in proportion to the perceived image which is

attenuated by the surface reflectivity only once.  Image contrast ratio due to scattered light can be

expressed as

Cr =  Li-Ls

              Ls

where Li is the image luminance and Ls is the luminance of the scattered light.  Decreasing

reflectivity R causes higher order reflection terms within Ls to drop more rapidly than the first

order image reflection Li, resulting in improved contrast (i.e. Li α R, Ls α ∑R
n
 for n≥2). In

practice, the improvement of Cr for a lower R will depend heavily on the location and features of



the projected images, with larger image sizes generally benefiting more.  This is why omni film

theaters use much lower reflectivities than planetariums [Skolnick 95].

The obvious disadvantage of this approach is that the image luminance Li is reduced in

proportion to R.  We trade off image brightness for increased contrast, since there are obvious

limits to how bright an image can be made.  Omni film theaters are often faced with a choice

between a picture which is bright and washed out or gray and dynamic.  Omni filmmakers have

learned to compensate for the media by avoiding scenes with large areas of high brightness or

poor contrast.

Another solution exists for increasing contrast of domed projections.  Simulator systems employ

screens with a specular reflectance component in addition to diffuse reflectance.  The greater the

specular lobe, the greater the screen “gain” relative to a Lambertian surface.  For a domed screen,

the result is that more light is scattered towards the center of the theater, and less is scattered

back onto the dome.  In tactical aircraft simulators, the pilot is confined to a small volume near

the geometric center of the dome.  This allows very high dome gains to be used.  However, in a

theater, a reduction in viewing volume means less seating area - usually not a good idea.  Also,

domes with gain complicate multi-projector mosaicking since image intensity is a function of

projection angle and viewing position [Skolnick 94].  IMAX® has experimented with small

screen gains in their IMAX SOLIDO® theaters with reportedly good success [Arthur 92].

However, without further developments, image contrast of domed projection will never match

that of flat screen projection.

PLANETARIA

In 1926 the first planetarium opened to the public in Munich, Germany.  A brainstorm of Carl

Zeiss’ engineering team, these domed theaters were designed for one purpose - to recreate the

night sky.  Early planetariums were expensive monuments built to honor their wealthy

philanthropists.  After the space race began in the late 1950’s, more affordable planetaria were

constructed all over the U.S. as educational classrooms for astronomy and space science.



Today’s planetarium/classrooms are finding it difficult to compete for educational funding.

Astronomy education is performed very effectively using classroom computers, many of which

can be purchased for the cost of a planetarium.  A new generation of planetaria are emerging

which are pioneering non-traditional use of the planetarium as an immersive, multi-sensory

theater for entertainment and “edutainment.”

Advanced Planetaria. These modern planetarium theaters represent the most complex and

elaborate public-access graphic display systems in use today [Rider 94].  Advanced planetaria are

hemispheric theaters which utilize a multitude of projection devices, including raster video,

hemispheric calligraphic video, laser graphics, large-format film, multi-image, and specialized

opto-mechanical projectors.  When skillfully applied, the strengths of each projection system is

exploited to create the illusion of presence.  Within certain limitations, individual projection

sources can be orchestrated as if they were a single, high resolution projection source.

Production of graphics for hemispheric theaters is more demanding than for film or video alone.

Factors such as geometric distortion, cross-dome scatter, projector mosaicking (or tiling), and

limited projection field-of-view must be considered.  Accurate representation of planetary

motion, and the seamless integration of many separate projection devices and graphics formats

presents many technical challenges in real-time synchronization and control, and image

registration.

Planetaria vs. Simulators and Omni Theaters. Planetaria have certain advantages over other users

of domed environments including vehicle simulators and omni film theaters.  Simulators are

required to produce graphics which are generated in realtime, necessitating powerful graphics

engines with lower quality rendering.  The latest planetarium video projection systems utilize

component level laser video disc technology such as the Sony CRV  format with interpolation

line doubling for playback.  Images can therefore be rendered in non-realtime with much greater

detail, but still retain some interactive qualities due to the rapid laser disc access times.  Also,

simulators require user inputs to be directly linked to physical models which determine and limit

image characteristics such as the motion path.  Planetarium shows are carefully scripted in



advance, allowing the layering of complex effects sequences.  These sequences or show segments

can still be triggered in realtime, or used to enhance lower resolution realtime computer graphics

projections.

Both simulators and omni theaters attempt to reproduce daytime outdoor scenery which causes

the greatest contrast washout due to cross-dome scatter.  Much of the imagery in planetariums is

projected against a black background, often with stars.  The low ambient light environment

prevents screen washout, provides a greater illusion of depth, and tends to hide any seams or

imperfections in the projection surface as well as hiding the theater itself.  Also, the visual acuity

of the eye is reduced at low luminance levels, thereby reducing the impact of limited projector

resolution.  Since objects are projected against black, insetting an image from a high-resolution,

small field of view projection source is easily accomplished.  Add motion control to this limited

FOV projector and you have the ability to translate the image completely around the dome.  This

technique is used in simulators to project targets, but requires realtime masking of the

background image to inset the higher resolution target image.  Only the brightest stars in a

planetarium will “punch through” a crisp video image, eliminating the need for masking in many

cases.

Lessons from Planetaria. Planetaria have 70 years of experience in hemispheric projection

techniques.  They have taught us how to control and synchronize many complex projection

systems to produce high apparent resolution over a domed screen.  The most believable graphical

representation of reality is probably found in the planetarium starfield.  Modern optomechanical

star projectors produce a visual resolution over the dome which can exceed the resolution of the

eye with up to 28,000 stars.  Planetaria have also brought us dazzling laser light shows, and

Evans & Sutherland’s Digistar®, the world’s first hemispheric computer graphics projector.

Planetaria also teach us what not to do in a dome.  Hemispheric theaters should be designed to

minimize visual cues that remind us that we are in a theater.  This includes the elimination of

visible seams in the dome surface, noise from projection equipment, obtrusive star projectors and

control consoles (which once were a special effect in themselves), and brightly colored



furnishings.  Many contemporary planetaria continue to demonstrate false visual cues which

invoke medium awareness.  These include raster lines, switching noise, and tape dropouts in

video images, visibility of projector dark frames, free-floating images clipped by the projector

frame, intense image flicker, poor image focus, and image motion control artifacts such as jitter

and backlash.  In all fairness to planetarians, myself included, it is often costly and time

consuming to achieve the perfect illusion of presence.

APPLICATIONS IN VIRTUAL REALITY

The success of virtual reality hinges on techniques which produce a greater sense of visual

immersion.  Spatial reasoning requires the creation and maintenance of cognitive maps, or a

spatial awareness of the environment [del Pobil 93].  We refine these cognitive maps as we

navigate through our virtual environment and manipulate objects therein.  Navigation or travel

over terrain involves a phenomenon called optical flow by flight simulation researchers

[Richards 82].  Optic flow is the movement of objects or terrain past our central fovial vision and

out to the edges of our peripheral vision.  It has been found that peripheral optic flow is crucial

for high performance in visually demanding tasks such as tactical aircraft combat [Rolfe 86].

Wide-angle displays are therefore important in creating the sense of presence and spatial

awareness sought after by VR developers.

Walk-In Immersive Displays.  Head-mounted displays (HMD’s) are a welcome departure from

ordinary planar graphical representation, although they still rely on orthostereoscopic

reproduction using flat LCD panels.  Very wide field-of-view HMD’s are currently in

development [Kaiser 95].  However, walk-in immersive displays offer several advantages over

HMD technologies including group viewing and interaction, wide field of view, and high

resolution without restrictive headgear.  This was recognized by the developers of the CAVE

[Cruz-Neira 93] who opted for immersion with the more mature flat screen technology.

However, images reproduced on a domed screen provide a spherical perspective which best

matches our spatial perception.  Within the VR community, spherical displays are still largely



ignored due to their lack of resolution and expense.  However, future spherical projection

displays could become the norm for common VR systems.

In fact, one such system is now being introduced into the marketplace.  Artificial Reality, a spin-

off from the North Carolina Supercomputing Center, has just introduced the Vision Dome, a

hemispheric alternative to the flat screen monitor [Bennett 95].  Initially designed for small to

medium-sized domes (< 8 meters), their system accepts output from a computer workstation, PC,

or standard video and processes it for projection on a tilted hemispheric screen.  The single-

projector light-valve display is full color, raster-based and is capable of stereoscopic projection.

Real-world applications envisioned for Vision Dome include network management, marketing,

museums, and air traffic control displays.  With further advancements in video display

technology, spherical image generation hardware and software, and domed screens, such systems

could dominate the VR marketplace.

USING THE ILLUSION OF PRESENCE

Most of the efforts in VR and display systems revolve around the technology for creating a

greater illusion of presence.  Let us assume that we have a display system capable of creating the

visual illusion of presence.  What does it offer us that cannot be provided by existing mediums?

Recall the earlier discussion on television.  Television could be described as linear narrative-

based storytelling supplemented with fovial stimulation.  The narrative seems to take precedence,

while the limited visual element is used to enhance the narrative, set the scenes, and control the

focus of our attention.  Viewing television involves visual and kinesthetic passivity.  We also

remain comfortably detached from the action, with the obvious awareness that we are watching a

television.

Presence Demands Work.  Unlike television, immersive displays require active viewing,

demanding content-dependent head and eye movement.  Viewer fatigue is common in omni film

theaters and planetariums, which explains why these programs are around one half hour in



length.  VR systems induce even greater fatigue and require extensive kinesthetic involvement.

Immersive displays also make it more difficult to remain safely detached.  We are more likely to

respond to a stimuli as if it is actually present.  We therefore are subject to a greater level of

stress, including involuntary fear, the sense of falling, and motion sickness.  The producer thus

has greater command over the participant’s attention and psychological experience.

Visual Storytelling.  Immersive displays will bring us visual-based storytelling supplemented

with narrative.  As pointed out by Mort Heilig, this is more in proportion to our natural

perception (70% visual, 20% auditory, 5% olfactory, 4% tactile and 1% taste) [Heilig 55].

Visual-based storytelling will allow the creation of many new storytelling devices which are not

yet possible or sufficiently effective with present visual systems.  For instance, many people

engage in dangerous sports and activities because of the thrill it produces.  Perhaps these

experiences can be recreated with sufficient visual realism to invoke the same physiological

response.  Also, VR systems driven by artificial intelligence technology will allow interaction

with cognitive-emotional agents to create drama [Bates 92].

Consider our inner experience of thoughts, emotions, and sensations.  Our subjective experience

is very personal and difficult to convey semantically.  This is the domain of poets, who paint

images and feelings with words.  But our inner experience remains largely visual.  Artists can

convey through visual media inner realities which cannot be spoken.  Traditionally, films which

contain only the artistic element, without narrative, do not hold the viewer’s attention for long

and are not popular.  However, the illusion of immersion in an artistic environment with

matching aural/musical stimulation could create a moving experience which transcends narrative.

Laser light shows and music videos are perhaps the precursors of this new art form.

Another possible storytelling device is to depict archetypes representing the character’s inner

conflict or imagination.  In other words, we would crawl into the character’s head.  The

immersive display allows room for the simultaneous depiction of our external reality and our

inner archetypes, memories, and internal imaging.



SUMMARY

Technology is emerging which will allow computer graphics to fully exploit the spherical

perspective and display paradigm.  The course notes which follow present the latest techniques

for the generation and display of spherical graphics within existing hemispheric environments

including planetaria, omni theaters, and simulators.  Topics include the evolution of hemispheric

theaters, technical overview of domed projection systems and environments, spherical

perspective projections, and the use of hemispheric multi-image, film, video, and laser graphics

to create the illusion of presence
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